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This paper discusses a measurement method of time-variant attenuation of IEEE 802.11ad wireless LAN signals in the 60 GHz band induced by human blockage. The IEEE 802.11ad access point (AP) transmits frames intermittently, not continuously. Thus, to obtain the time-varying signal attenuation, it is required to estimate the duration in which the AP transmitted signals. To estimate whether the AP transmitted signals or not at each sampling point, this paper applies a simple two-state hidden Markov model. In addition, the validity of the model is tested based on Bayesian information criterion in order to prevent model overfitting and consequent invalid results. The measurement method is validated in that the distribution of the time duration in which the signal attenuates by 5 dB is consistent with the existing statistical model and the range of the measured time duration in which the signal attenuation decreases from 5 dB to 0 dB is similar to that in the previous report.

1. Introduction

A millimeter wave (mmWave) wireless LAN (WLAN) that leverages a channel bandwidth of over 2 GHz offers multi-gigabit data transfers, which attracts a lot of attention [1–4]. However, the mmWave WLAN experiences more signal attenuation induced by human blockage than WLANs that operate at the microwave band [5]. The attenuation is attributable to the use of higher directional antennas that are to compensate for a larger pass loss and to propagation characteristics of mmWave [6].

Many studies have suggested that communication devices perform a reactive action to respond to the human blockage [2, 7–9]. For example, the beam steering is an effective technique to overcome human blockage [2]. When the signal degradation is detected, the beam is switched at the direction in which a communication link utilizing reflected path without human blockage can be established. The authors in [8] proposed a multiband WLAN where a mmWave WLAN cooperates with a WLAN that operates at the 5 GHz band. They proposed changing the operating frequency to 5 GHz and thereby recovering the link quality when the human blockage is detected in the mmWave WLAN.

These reactive actions should be performed before the signal attenuates by an unacceptable threshold level. For example, when the signal attenuates by 5 dB, the physical layer (PHY) data rate is decreased by up to 2 Gbit/s [10], which can be a crucial problem for services that require high data rate. To do this, the period of monitoring received signal strength is to be smaller than the time span in which the signal attenuates by the threshold. In order to determine an appropriate period of the monitoring, characteristics of time-variant signal attenuation in the mmWave band induced by human bodies should be fully investigated.

The measurement of the time-variant signal attenuation in the millimeter wave band has been conducted in many studies [6, 11–17]. The authors in [13] measured the attenuation in the 60 GHz band and then compared the results with a knife edge diffraction model where the human body is modeled by two cylinders. The authors in [11] measured statistical characteristics of the time duration in which the signal attenuates by 5 dB, the time duration in which the signal attenuation level recovers from 5 dB to 0 dB, and time duration in which the human blockage event continues. From these parameters, they built a piecewise linear model for the time series of the signal attenuation in 60 GHz.
These measurements generally have employed horn antennas in a transmitter, while transmitters in mmWave WLANs employ consumer-grade array antennas to perform beamforming [4]. The authors in [5] revealed a significant difference between these two types of antennas in terms of directivity and side lobes. The difference between two types of antennas might give rise to the gap between the measurement results because antenna pattern of the transmitters gives an impact on the time series of signal attenuation [16]. For practical operation of mmWave WLANs, the gap should be investigated using a commercially available IEEE 802.11ad WLAN access point (AP) as a transmitter.

Being different from many measurements above where transmitters transmit continuous waves to receivers, the measurement of signals transmitted by an IEEE 802.11ad WLAN AP requires the estimation of whether the AP transmits signals or not at each sampling point in a sweep. This is due to the transmission mechanism of the AP. The AP transmits signals intermittently to a station (STA) according to medium access control (MAC) protocols [10]. The durations in which the AP transmits a signal might be smaller than a sweep length; hence, in each sweep length, there exist both durations in which the AP transmitted signals and durations in which the AP did not. Thus, in order to temporally track the signal attenuation due to human blockage, it is required to classify the samples into samples in the former durations and samples in the later durations.

In order to classify time-dependent variables, hidden Markov models (HMMs) are widely used in cognitive radio networks [18, 19]. The HMMs allow us to consider dependence between classes of subsequent values; thus, many studies have applied the HMM to the classification of time-dependent variables, in which there often exists dependence between subsequent values. In [18], the authors presented the method to estimate whether the interference signals exist or not in each time slot from overall samples in each slot. These studies have assumed that whether interference signals exist in each sample or not is identical in each time slot. This assumption is reasonable for time division multiple access, where the transmission time is slotted, and whether interference signals exist or not is identical in each time slot. However, the same way is not applicable to estimate whether WLAN signals exist or not in obtained samples because the transmission in WLANs is not slotted and in a sweep length there might exist both durations when the signals are present and those when the signals are absent.

In this paper, we conduct a measurement of time-varying signal attenuation induced by human blockage, involving a commercially available IEEE 802.11ad WLAN AP and STA. We present the estimation of whether signal is present or not at each sampling point using a simple two-state hidden Markov model. Being different from above-mentioned studies, we estimate classes, that is, signal presence or absence of each sample, not those of overall samples in a sweep length.

The contributions of this paper are threefold:

(i) In order to estimate whether the AP transmitted frames or not at each sampling point, we apply a simple two-state HMM.

(ii) Applying a two-state HMM to data obtained when the AP does not transmit any signals causes model overfitting and consequent invalid power calculation. Thus, we perform Bayesian information criterion (BIC-) based model selection, where we select which two-state HMM or one-state model is more applicable to obtained data. We thereby detect this kind of the data and prevent model overfitting.

(iii) Our measurements are validated in that the statistical characteristics of the duration in which the signal attenuates by 5 dB are consistent with the statistical model built in a previous report, and the range of the duration in which the signal attenuation decreases from 5 dB to 0 dB is similar to that in the report.

The rest of this paper is organized as follows. Section 2 presents the architecture of our measurement system in detail. Section 3 presents the method to obtain the time-varying attenuation, involving an estimation of whether the AP transmitted a frame or not using HMM. Section 4 shows the measurement results. Section 5 concludes the paper.

2. Measurement Setup

Figure 1 shows the measurement system. The horn antenna receives radio frequency (RF) signals at 60.48 GHz, where the antenna is affixed to a waveguide flange input on the down converter. Then, the down converter converts the RF signal to a baseband signal. The microwave spectrum analyzer filters 1-channel components of the baseband signal at the center frequency of 100 MHz with a bandwidth of 10 MHz. These signals are then sampled by an A/D converter in a spectrum analyzer. Figures 2 and 3 show pictures of the measurement...
system and the measurement device, respectively. Details regarding the measurement equipment and the measurement parameters are shown in Tables 1 and 2, respectively.

Note that the choice of the bandwidth, which is smaller than the IEEE 802.11ad WLAN channels, is attributed to the time resolution in which we obtain the signal attenuation. In order to show the consistency in the time duration in which signal attenuates by 5 dB and thereby to validate our measurement method, the time resolution of tens of ms is required (the time duration is reported to have the value of tens of ms in [11]). Because there is a tradeoff between the acquisition bandwidth and the time resolution (a wider acquisition bandwidth sacrifices the time resolution), we conduct the measurement in a smaller bandwidth than the IEEE 802.11ad WLAN channel bandwidth. In our measurement system, the measurement bandwidth of 10 MHz allowed us to obtain the temporal signal attenuation in a time resolution of around 20 ms.

The measurement was conducted under the condition that the AP transmits data frames to the STA as shown in Figure 1. The frame transmission was done by generating uplink traffic from the laptop connected to the AP with a gigabit Ethernet cable. The traffic was generated by Iperf3 [20].

For the sake of clarity of the discussion in the following sections, we show the signal representation. Let \( r(t) \) be the representation of I-channel components of the 11ad WLAN signal converted by the down converter and let \( b(t) \) be the impulse response of the acquisition band-pass filter in the spectrum analyzer. Then, the signal that is to be sampled by the A/D converter in the spectrum analyzer is represented by \( y(t) = (r(t) + n(t)) \ast b(t), \) where \( n(t) \) is the noise inherent in the measurement device and \( \ast \) represents the convolution of two functions. Note that \( r(t) \) is equivalent to 0 when the AP does not transmit any frames.

### 3. Measurement Method of Temporal Signal Attenuation

#### 3.1. Overview

Let the vector that identifies whether the AP transmits frames or not be denoted by \( z(t) = (z_0(t), z_1(t))^T \), which is defined as

\[
 z(t) = \begin{cases} 
 (0, 1)^T & \text{if the AP transmits a frame}, \\
 (1, 0)^T & \text{otherwise}. 
\end{cases}
\]  

Let \( \mathcal{D} \) be the union of disjoint time intervals when the AP transmits frames, defined as

\[
 \mathcal{D} = \{ t \mid z_1(t) = 1 \} .
\]  

Let \( \mathcal{D}(t_m) = \mathcal{D} \cap [t_m, t_m + KT] \) be the time duration when the AP transmitted frames in the sampling window \([t_m, t_m + KT]\), where \( t_m \) denotes the time at which the analyzer starts the \( m \)th sweep, while \( K \) and \( T \) denote the number of samples and the sampling period, respectively; therefore, \( t_m + KT \) denotes the time at which the analyzer ends the sweep. The timing of sweeps is depicted in Figure 4. Note that the time length \( KT \) for which the analyzer sweeps (it is 200 \( \mu s \) in the measurements) is shorter than the interval \( t_{m+1} - t_m \) between successive sweeps (it is 20 ms).
Our goal is to obtain the time-dependent attenuation value $A(t_m)$ given by
\begin{equation}
A(t_m) = \frac{P(t_m)}{P(t_l)},
\end{equation}
where $P(t_m)$ is the mean power of the measured signal, given by
\begin{equation}
P(t_m) = \int_{D(t_m)} \int_{D(t_l)} |y(t)|^2 \, dt,
\end{equation}
that is, the mean value of the power samples $p_m[k_m] := |y(t_m+k_m T)|^2$ for $k_m \in \{1, \ldots, K\}$ taken only if $z(t_m+k_m T) = 1$. $P(t_m)$ for $m > 1$ is obtained in the possible presence of human bodies, while $P(t_l)$ is obtained in the absence of human bodies and is the reference used to compute the attenuation $A(t_m)$.

We calculate $A(t_m)$ by three steps: the BIC-based model selection, the HMM-based frame transmission state estimation, and averaging. First, BIC-based model selection decides which of a two-state HMM and a one-state model is more appropriate to be applied to the obtained data $p_m = \{p_m[1], \ldots, p_m[K]\}^T$. Only when the two-state HMM is selected is the HMM-based frame transmission state estimation conducted. Then, we estimate whether $z(t_m+k_m T) = 1$ or not for $k_m \in \{1, \ldots, K\}$, that is, whether the AP transmitted frames or not at each sampling point. Finally, we calculate the average of $p_m[k_m]$ for $k_m$ which is estimated to be $z_1(t_m+k_m T) = 1$.

3.2. HMM-Based Frame Transmission State Estimation

3.2.1. HMM-Based Estimation Scheme. Let $z_m[k_m] = (z_{m,0}[k_m], z_{m,1}[k_m])^T$ denote $z(t_m+k_m T)$. The main purpose of this subsection is to decide whether $z_{m,1}[k_m] = 1$ or not for $k_m \in \{1, \ldots, K\}$. The decision is based on modeling the power observations $p_m[k_m]$ using a two-state HMM. We now consider that the two-state HMM is selected in the BIC-based model selection in advance. The model selection is discussed in Section 3.3.

An HMM is a statistical model that forms a sequence of observations whose distribution depends on a latent variable that follows a Markov chain. We now consider $z_m[k_m]$ as the latent variable on which the distribution of $p_m[k_m]$ depends. We refer to the phenomenon that $z_{m,1}[k_m] = 1$ as frame transmission state; the phenomenon that $z_{m,1}[k_m] = 0$ is considered as pausing state. We assume that the distribution conditioned on $z_m[k_m]$ is an exponential distribution; thus, the probability density functions of $p_m[k_m]$ conditioned on $z_m[k_m]$ are given as follows:
\begin{equation}
\begin{aligned}
&\quad p(p_m[k_m] \mid z_{m,0}[k_m] = 1) = \lambda_1 \exp(-\lambda_0 p_m[k_m]), \\
&\quad p(p_m[k_m] \mid z_{m,1}[k_m] = 1) = \lambda_1 \exp(-\lambda_1 p_m[k_m]),
\end{aligned}
\end{equation}
where $\lambda_i$ for $i \in \{0, 1\}$ denotes the parameter of the exponential distribution when $z_{m,1}[k_m] = 1$. The assumption is validated by the experimental results.

We estimate the most likely sequence of the latent variables utilizing Viterbi algorithm. Viterbi algorithm requires the parameters of the HMM which include $\lambda_i$, transition probabilities, and initial state probabilities. Because of the lack of the knowledge of the true parameters, we estimate the most likely parameters using expectation maximization (EM) algorithm. Each algorithm is described in detail as follows.

3.2.2. Parameter Estimation. We estimate the parameters of the HMM given by \( \theta = (\lambda_0, \lambda_1, q_{0,0}, q_{0,1}, q_{1,0}, q_{1,1}, \pi_0, \pi_1)^T \), where $q_{ij}$ for $i \in \{0, 1\}$ and $j \in \{0, 1\}$ represents the transition probability of a latent variable that is defined as $P(z_{m+1}[k_m+1] = 1 \mid z_{m}[k_m] = 1)$, $\pi_j$ represents the initial state probability that is defined as $P(z_{m}[k_m] = j) = \pi_j$.

The estimation utilizes EM algorithm [21]. The EM algorithm derives the estimator $\hat{\theta}$ maximizing a likelihood $p(p_m \mid \theta)$ via the iteration of E-step and M-step. The E-step derives the expectation of $\ln p(p_m, z_m \mid \theta)$ under the posterior distribution of $z_m = (z_{m,1}[1], \ldots, z_{m,1}[K])$ and a current estimator:
\begin{equation}
\theta(n) = (\lambda_0(n), \lambda_1(n), q_{0,0}(n), q_{0,1}(n), q_{1,0}(n), q_{1,1}(n), \pi_0(n), \pi_1(n))^T,
\end{equation}
where $n$ is an iteration number. The M-step derives the estimator:
\begin{equation}
\theta(n+1) = (\lambda_0(n+1), \lambda_1(n+1), q_{0,0}(n+1), q_{0,1}(n+1), q_{1,0}(n+1), q_{1,1}(n+1), \pi_0(n+1), \pi_1(n+1))^T,
\end{equation}
\[\pi_1(n+1)\]^T.
which maximizes the expectation. Details of each step are described later. The iteration is guaranteed to converge to the locally optimal estimator \( \hat{\theta} \) [21].

The goal of the E-step is to derive the expectation of \( \ln p(Z_m | \theta) \) under the posterior distribution of \( Z_m \) given \( p_m \) and the current estimator \( \theta^{(n)} \). Consider the expectation \( Q(\theta, \theta^{(n)}) \), which is described as follows:

\[
Q(\theta, \theta^{(n)}) = \mathbb{E}_{Z_m} \left[ \ln p(p_m, Z_m | \theta) | p_m, \theta^{(n)} \right] = \sum p(Z_m | p_m, \theta^{(n)}) \ln p(p_m, Z_m | \theta). \tag{8}
\]

As in [21], the expectation is given as follows:

\[
Q(\theta, \theta^{(n)}) = \sum_{z_{m1}=0}^1 y(z_{mj}[1]) \ln \pi_i + \sum_{k_m=2}^K \sum_{j=0}^1 \xi(z_{mj}[k_m-1], z_{mj}[k_m]) \ln q_{ji} \tag{9}
\]

\[
+ \sum_{k_m=1}^K \sum_{i=0}^1 \gamma(z_{mj}[k_m]) \cdot \ln p(p_m[k_m] | z_{mj}[k_m] = 1, \theta^{(n)}),
\]

where

\[
y(z_{mj}[k_m]) = \mathbb{E}_{z_{mk}} \left[ z_{mj}[k_m] | p_m, \theta^{(n)} \right] = \sum_{z_{mk}} z_{mj}[k_m] \cdot p(z_{mj}[k_m] | p_m, \theta^{(n)}),
\]

\[
\xi(z_{mj}[k_m-1], z_{mj}[k_m]) = \mathbb{E}_{z_{mk-1}} \left[ z_{mj}[k_m-1] z_{mj}[k_m] | p_m, \theta^{(n)} \right] = \sum_{z_{mk-1}} z_{mj}[k_m-1] z_{mj}[k_m] \cdot p(z_{mj}[k_m-1], z_{mj}[k_m] | p_m, \theta^{(n)}).
\]

These expectations, \( y(z_{mj}[k_m]) \) and \( \xi(z_{mj}[k_m-1], z_{mj}[k_m]) \), are derived via the forward-backward algorithm [21].

The M-step derives the revised estimator \( \theta^{(n+1)} \) that maximizes \( Q(\theta, \theta^{(n)}) \), which satisfies

\[
\theta^{(n+1)} = \arg \max_{\theta} Q(\theta, \theta^{(n)}). \tag{11}
\]

The maximization with respect to \( \pi_i, q_{i, j}, \forall i, j \) is achieved using appropriate Lagrange multipliers with the results [21]:

\[
p_i^{(n+1)} = \frac{\gamma(z_{mj}[1])}{\sum_{j=0}^{1} \gamma(z_{mj}[1])},
\]

\[
q_{i, j}^{(n+1)} = \frac{\sum_{k_m=2}^K \xi(z_{mj}[k_m-1], z_{mj}[k_m])}{\sum_{i=0}^1 \sum_{k_m=2}^K \xi(z_{mj}[k_m-1], z_{mj}[k_m])}.
\]

The maximization with respect to \( \lambda_j, \forall i \), is achieved via partial derivative with respect to \( \lambda_j \), which results in

\[
\lambda_j^{(n+1)} = \frac{\sum_{k_m=1}^K \gamma(z_{mj}[k_m])}{\sum_{k_m=1}^K p_m[k_m] \gamma(z_{mj}[k_m])}. \tag{13}
\]

These steps are iterated until the convergence condition, \( |Q(\theta^{(n+1)}, \theta^{(n)}) - Q(\theta^{(n)}, \theta^{(n-1)})| < \epsilon_0 \), is satisfied, where \( \epsilon_0 \) is the predefined tolerance. We set the tolerance to be \( 10^{-5} \), which is much smaller than the likelihoods that have a value of the order of \( 10^{-6} \) in these experiments.

3.2.3. Estimation of a Sequence of Latent Variables. The goal is to estimate the most likely sequence of latent variables is achieved via Viterbi algorithm. Viterbi algorithm seeks for the sequence of latent variables \( \hat{Z}_m \), which is described as

\[
\hat{Z}_m = \arg \max_{Z_m} p(p_m, Z_m | \hat{\theta}). \tag{14}
\]

Viterbi algorithm in the HMM works as maximum likelihood detection of convolutional codes [22]. Consider the trellis diagram, where, for all values \( k_m \), all possible latent variables in the \( k_m \)th sampling point are deployed as the nodes at the trellis depth \( k_m \) and all the nodes at the trellis depth \( k_m \) are connected to all the nodes at the trellis depth \( k_m + 1 \). \( \hat{Z}_m = (\hat{z}_m[1], \ldots, \hat{z}_m[K]) \) is achieved by seeking for the trellis path maximizing path metric, defining the branch metric from the \( (i+1) \)th node at the depth \( k_m \) to the \( (j+1) \)th node at the depth \( k_m + 1 \), \( B_{k_m}^{(i \rightarrow j)} \), as follows:

\[
B_{k_m}^{(i \rightarrow j)} = \ln \left\{ p(p_m[k_m + 1] = 1 | z_{mj}[k_m] = 1, \hat{\theta}) \cdot p(p_m[k_m + 1] | z_{mj}[k_m + 1] = 1, \hat{\theta}) \right\}. \tag{15}
\]

3.2.4. Model Verification. We show that Viterbi algorithm can estimate latent variables in each sampling point. Using the results, we validate the assumption that \( p_m[k_m] \) in each state follows the exponential distribution.

Figure 5 shows an example of the estimation of latent variables. This shows that each latent variable is consecutive for a certain duration. This result agrees with the fact that the AP transmits a frame in a certain duration: from the start of transmission to the end.

Figure 6 shows the cumulative frequencies of \( p_m[k_m] \) in each estimated state and theoretical cumulative distribution function (CDF) of each exponential distribution. The parameters of each exponential distribution are estimated via EM algorithm. This figure shows that the distribution of \( p_m[k_m] \) in each state coincides with the theoretical CDF, which also shows the validity of the assumption that \( p_m[k_m] \) in each state follows the exponential distribution.

3.3. BIC-Based Model Selection. In the previous subsection, we considered that fitting the data using a two-state model is more appropriate than using a one-state model. However, there exist data in which no frames are observed because the AP did not transmit any frames for the time duration.
input: power observations $P = (p_1, \ldots, p_M)$
output: time series of signal attenuation $(A(t_1), \ldots, A(t_N))$

(1) for $m \in \{1, \ldots, M\}$ do
(2) conduct maximum likelihood estimation of a one-state exponential distribution model and calculate $\text{BIC}_1$
(3) conduct EM algorithm in a two-state HMM and compute $\text{BIC}_2$
(4) if $\text{BIC}_2 < \text{BIC}_1$ then
(5) estimation of the maximum-likely latent variables $\hat{Z}_m$ using Viterbi algorithm
(6) $P_m \leftarrow \text{average of } p_m[k_m]$ for $\forall k_m \in \{1, \ldots, K\} | \hat{z}_{m,1}[k] = 1$
(7) $A(t_m) \leftarrow P_m / P_1$
(8) end if
(9) end for

Algorithm 1: Procedure for measuring temporal signal attenuation in mmWave WLAN.

![Graph](image1)

**Figure 5:** Example of the estimate of whether the AP transmitted frames or not.

of $[t_m, t_m + KT]$ (as an alternative approach, we can set the sampling rate and the number of samples per sweep so that at least one beacon signal is received. Note that the beacon interval of the AP we employed is 1.1 ms [11]). In this case, applying a one-state model, where $p_m[k_m]$ follows an identical exponential distribution, is more appropriate because applying a two-state model causes model overfitting and consequent invalid calculation of $A(t_m)$. If a two-state HMM is applied in this case, there exists $k_m \in \{1, \ldots, K\}$ for which $\hat{z}_{m,1}[k] = 1$ although the truth is that $\hat{z}_{m,1}[k_m] = 0 \forall k_m \in \{1, \ldots, K\}$. Thus, it is required that which model to be appropriate is decided and that if the one-state model is estimated to be appropriate, we decide that we do not calculate $A(t_m)$.

To decide which model to be appropriate, we utilize BIC [21]. BIC is given as follows:

$$\text{BIC} = -L(\hat{\theta}) + \frac{d}{2} \ln K,$$

where $L(\cdot)$ denotes the log-likelihood function and $d$ is the number of parameters that are required to describe each model. In the two-state HMM, $d = 5$; that is, the parameters are $\lambda_0, \lambda_1, q_{0,0}, q_{1,0},$ and $\pi_0$. Note that $q_{0,1}, q_{1,1}$, and $\pi_1$ are not counted because these parameters are decided deterministically from $q_{0,0}, q_{1,0},$ and $\pi_0$, respectively. In the one-state model, $d = 1, \hat{\theta}$ is the vector containing the model parameters with maximum likelihood. The model whose BIC is smaller than that of the counterpart is applied.

The second term of BIC is interpreted to be the penalty of increasing the number of model parameters. The penalty of BIC is more than that of Akaike information criterion (AIC) [23], which is a reason why we adopt BIC. BIC tends not to select the two-state model that has more parameters and therefore prevents from model overfitting.

3.4. Procedure of Calculating Time-Varying Signal Attenuation.

We summarized the procedure of the calculation of $A(t_m)$ in Algorithm 1. First, we compute BIC of each model. BIC of the one-state exponential distribution model, $\text{BIC}_1$, is calculated via maximum likelihood estimation; that of the two-state HMM, $\text{BIC}_2$, is calculated via EM algorithm. If $\text{BIC}_2 < \text{BIC}_1$, Viterbi algorithm is conducted to estimate the latent variables and then $A(t_m)$ is calculated by averaging $p_m[k]$ in frame
transmission state. If not, it is decided that the calculation of \( A(t_{\text{rise}}) \) is not conducted because the AP did not transmit any frames.

4. Measurement of Time-Varying Attenuation in IEEE 802.11ad WLAN

4.1. Objective. The main objective of the measurements is to validate the measurement method by demonstrating the consistency in quantities associated with the signal attenuation under a similar condition to that in the previous report [11]; additional measurements in other conditions are out of the scope of this paper. As in [11], we measured the duration \( t_{\text{decay},5 \text{ dB}} \) in which signal attenuation level increases from 0 dB to 5 dB, the duration \( t_{\text{rise},5 \text{ dB}} \) in which signal attenuation level decreases from 5 dB to 0 dB, and the mean signal attenuation \( A_{\text{mean}} \) in the interval \( [t_b + (t_e - t_b)/3, t_e - (t_e - t_b)/3] \), where \( t_b \) and \( t_e \) represent, respectively, the last zero crossing time before a shadowing event and the first zero crossing time after the shadowing event.

4.2. Experiment Description. The measurements were conducted in a similar experimental scenario to the previous report [11] in order to compare our results with the results in the report. The moving paths of the pedestrian were kept fixed as in Figure 7, which are similar moving paths to those in the report. Figure 7 also depicts the deployment of the measurement equipment. The AP and STA were kept fixed at the positions TX and ST, whereas the measurement device was placed at the positions RX1 and RX2. The separation distances between TX and RX1 and between TX and RX2 were 2.58 m and 4.38 m, respectively. The height of the AP and the measurement device was 1.10 m; that of the STA was 0.90 m.

4.3. Experimental Results. Figure 8 shows an example of the time series of measured signal attenuation induced by human blockage. The signal attenuation level oscillates by up to 2 dB before and after the signal attenuates. This is in agreement with a knife edge diffraction theory [24].

Figure 9 shows the CDF of the decay time \( t_{\text{decay},5 \text{ dB}} \). The empirical model in [11] is the Gaussian distribution with the mean of 0.061 s and the standard deviation of 0.026 s.
The measured cumulative frequency of $t_{\text{rise},5\text{ dB}}$ coincides with the model. In fact, the model cannot be rejected by the Kolmogorov-Smirnov test [25] with a significance level of 1%. Thus, in terms of the decay time $t_{\text{decay},5\text{ dB}}$, the empirical model is valid for the IEEE 802.11ad WLAN signals transmitted by a commercially available AP with a consumer-grade array antenna as well as ones transmitted by a transmitter with a horn antenna.

Figure 10 shows the CDF of the rise time $t_{\text{rise}}$. The empirical model in [11] is the log-normal distribution with the log mean of $-2.94$ and the log standard deviation of $0.63$. We can see that although there is a difference in the shape of the CDF, our results are consistent with the empirical model in that the rise time ranges from 0.02 s to 0.15 s.

Figure 11 shows the CDF of the mean signal attenuation $A_{\text{mean}}$. The empirical model in [11] is the Gaussian distribution with the mean of 13 dB and the standard deviation of 2.0 dB. This result shows that the signal in IEEE 802.11ad WLAN attenuates about 4.0 dB more than the signal in [11]. These differences might be attributable to the difference between the transmit antennas: the horn antenna employed in the report and the array antenna packed in the AP and the position at which the pedestrian crossed the LOS path (the report in [15] demonstrated that blockage at nearer positions to the receiver causes the higher signal attenuation in directional communications).

5. Conclusion

This paper discussed a measurement method of time-varying attenuation of signals transmitted by a commercially available IEEE 802.11ad WLAN AP caused by human blockage. We applied a two-state HMM in order to estimate whether the AP transmitted signals or not in each sampling point. We also presented the BIC-based model selection that decides which of one-state model and two-state model is to be applied. The two-state HMM-based estimation showed the valid results: both the sampling points estimated to be in frame transmission state and those estimated to be in pausing state are consecutive for a certain duration, which is consistent with a transmission mechanism of IEEE 802.11ad WLAN APs. The measurements are validated in that the measured time-varying signal attenuation is in an agreement with knife edge diffraction theory. The measurements are also validated in that the statistical characteristics of the duration in which the signal transmitted by the AP attenuates by 5 dB were consistent with the existing statistical model. On the other hand, the measurement results are different from the existing report in terms of the mean attenuation while a human is blocking a LOS path.
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