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For postdisaster management, rescue and recovery operations are very critical. It is desired that the rescue and recovery operation should be handled through efficient resource management to minimize the postdisaster effects in terms of human loss and other types of damage. Resource management requires addressing various challenging issues like scheduling and monitoring of the resources which need real time information of various activities or events occurring anytime, anywhere, and anyplace. To satisfy such requirements, Internet of Things, an advanced upcoming technology, can be utilized for resource monitoring and scheduling. In this context, we propose resource scheduling algorithm for the postdisaster management. As mentioned above various tasks of rescue and recovery operation should be carried out with different priority and there should not be deadlock while availing the resources. In our approach, we estimate the waiting time using queuing theory for the availability of the resources for different activities that are to be performed at various locations. The simulation results of the proposed method are analyzed using different standard parameters like resource utilization and the waiting time for different activities. The proposed method is further visualized through real time annotation of resources and activities represented with the help of Google maps using android based application on the smartphone. The proposed algorithm is further compared in terms of computational complexity and fairness analysis for the effective utilization of the available resources.

1. Introduction

Natural disasters such as earthquakes, floods, hurricanes, volcanic eruptions, and tsunamis strike at various places on the earth every year with a great loss of human beings and the economy. United Nations International Strategy for Disaster Reduction (UNISDR) survey [1] reported that the number of disasters across the earth has been 346 during the year 2015. As a consequence of these disasters, 22,773 people lost their lives, 98.6 million people were affected, and an economic loss of USD 66.5 billion had occurred. In India alone, 38 million people were affected with different types of disasters and USD 29 million of economic damage occurred [2] during 2011-2015. From this information, it is clear that handling the disaster situation is very critical. So, there is a need for an efficient disaster management.

Among all the various phases in the disaster [3, 4], the response and recovery phases are crucial for postdisaster management. For quick response and recovery, there is a need for different resources and these resources must be distributed in such a way that various activities can be performed efficiently. This leads to a need for proper resource utilization as the number of resources is limited. In this context, scheduling of resources is required for completion of different activities or tasks for postdisaster management. Scheduling of resources in the response phase is crucial because it has to perform various activities like the evacuation of the people and shifting them to a safe location on an urgent basis. To handle disaster-related rescue operations, the real time need of various activities should be identified properly. For instance, in the context of disaster, various activities like gathering the information across the disaster places for establishing communication network are essential and critical. If a communication network is IP enabled and if it is possible to connect various resources using this IP enabled network, then it is possible to have information about the need of resources and whereabouts of various resources in real time. This information can be utilized for the distribution
and scheduling of resources for different activities. Such IP enabled network, having resources with sensor devices and RFID tag, is possible to realize using the Internet of Things (IoT). IoT technology is very influential that works based on Internet [5–7] and can help in a great extent to meet the requirements of the postdisaster management. In this paper, we propose algorithm for such IoT based networks. As mentioned above with the help of IoT, it is possible to access the information anytime, anywhere, and anywhere which helps in decision making.

Depending on the type of activity and its impact, various activities should be executed in a timely and proper manner. In such scenarios, it is necessary that each activity should be assigned the priority. Based on the priority of various activities, they should be given more importance while scheduling different resources. For example, the hospitalization of the injured people is having more priority compared to the reallocation of properties or handling the economic loss related activities. Further, the resources are scheduled so that all activities should be addressed with minimum waiting time for completing the respective activities. For estimating the waiting time of the various activities, queuing theory is explored. Oftentimes, disaster activities might take place in an overlapped manner with respect to time. This situation leads to a set of requests simultaneously for many resources by different activities at various locations which results in deadlock or race conditions. If rescue operations are not carried out at right time, the situation may deteriorate. From the above discussion, it is clear that efficient resource scheduling for various activities is necessary and challenging. In this context, we propose the priority based resource scheduling algorithm in this paper.

The main contribution and novelty of our paper is that we propose a resource scheduling algorithm in IoT environment for postdisaster management, by considering the priorities of the activities and to avoid deadlock conditions, with optimum number of resource centers by estimating minimum waiting time using queuing theory. For evaluating our proposed method, a case study is conducted in Surat city of India, by emulating the affected area, for considering different activities to be completed with the given number of resources. The algorithm output is visualized on android based application using Google map. The resource monitoring at various activities can be carried out effectively. The proposed queuing model is evaluated with respect to resource utilization and waiting time with the different number of resource centers by varying the arrival rate and service rate of activities. The proposed approaches are compared with the standard set of parameters like fairness in the allocation of resources for utility and computational complexity.

The rest of the paper is organized as follows. Related work is presented in Section 2. Section 3 introduces the problem formulation. The system model based on queuing theory for evaluating the waiting time for resource scheduling is detailed in Section 4. The proposed resource scheduling algorithm is described in Section 5 and in Section 6, the simulation results are presented. Section 7 concludes the paper with references at the end.

2. Related Work

In this section, the review of overall postdisaster management resource scheduling and allocation of various approaches is explored. A study conducted by Fraunhofer Gesellschaft on emergency and disaster management systems [8, 9] concludes that, besides the information and communication management, the other areas which are critical in disaster management task are viz., visualization, decision support, optimization and simulation, geographic information systems (GIS), simulation, and training. Two important activities in disaster situations are logistics support and evacuation. Various approaches related to evacuation have been reported in the literature [10, 11]. The approaches related to the logistics have been explored in [10, 12–15]. A generic approach to handle the disaster management has been proposed in [16, 17] using greedy and game theoretic based models. Regarding the resource allocation and scheduling during disaster situations, various approaches have been proposed in [18–21].

Optimal resource allocation in emergency management was carried out with the help of agent-based system using cost allocation by creating events with a severity of the disasters at various levels and verified with Pareto optimality test in [18]. This approach is not suitable for handling resource allocation for concurrent emergency events, in which the occurrence time of different events could overlap with each other. Resource allocation model with two stages with vulnerability analysis has been proposed in [20]. The approach proposed in [20] works at rescue team level. The higher authorities may not be able to coordinate the tasks efficiently due to lack of the information. For postdisaster management, centralized and distributed coordination is required. But for disaster management, as the whole task is very complex, the top level decision must be incorporated for designing the response strategy which was lacking in [20]. Dynamic scheduling based optimized resource allocation has been proposed in [21] using the genetic algorithm. The approach in [21] may not be suitable for varying the situations and for real time resource mapping as various critical factors are not considered and further, it lacks in terms of integration of various modules required for disaster management. In [22], scheduling using priorities transportation agency in hurricane recovery has been proposed.

For disasters like earthquake, the resource allocation approach has been optimized for emergency response using dynamic combinatorial optimization model [23]. The approach in [23], specifically proposed to handle earthquake situation, might not be suitable for other kinds of disasters. Distribution in humanitarian relief using mixed integer linear programming approach has been proposed in [24] using different parameters like transportation cost and a number of days needed to rescue. The approach reported in [24] may increase computational complexity if an optimized solution is required for a given situation. Allocation and scheduling of rescue units in natural disaster management has been proposed in [25] using Monte-Carlo based heuristic approach. As stated in [25], the performance could be improved by coordinating and collaborating over the autonomous agents.
For flood-related disasters, an approach for logistics preparation in an uncertain environment has been proposed in [26]. Similarly, for urgent relief in disaster situation based on demand, for logistics distribution has been proposed in [27].

In the literature, for handling emergency response scenarios the queuing theory has been used to address various issues. In [28], a detailed survey has been carried out for disaster management operations. Queuing theory has been explored for health care management services in [29–34]. Queuing theory based model [29] has been proposed for the patients requiring an immediate emergency cardiac response. Likewise, in [30], using queuing theory method, approach has been proposed for enhancing hospital emergency service. These approaches lack the integration of various processes and the automation of the complete system. In [31], a technique has been suggested to analyze the completion time for responding in case of accidents and emergency situations, which can be utilized by the respective departments of the UK government. In [31], it is stated that as the arrival rate of patients increases, then the system becomes unstable in estimating the targets of such accidents. Similarly, the allocation of various resources in ICU (intensive care unit) of the hospitals during busy times of emergency has been explored in [32]. As per the study carried out in [32], the allocation of resources in disaster situations yielded uncertain results due to randomness and unpredictability. Kristin Fitzgerald et al. [33] proposed a queue-based Monte-Carlo analysis in disaster situations for decision making to execute the rescue operations by the hospital management as fast as possible. In [33], the waiting time for the patients to get the nursing resource as demanded was evaluated. In the approach proposed in [33], worst case scenarios have not been considered. For disaster circumstances, the solution to handle worst case scenarios is very much crucial and needed at the highest priority. Likewise, in [34], the queuing theory has been exploited to make the analysis for managing the hospital systems during emergency times efficiently. The waiting time for the patients for availing the treatment was not discussed in [34].

The approaches that have been discussed so far give a glimpse of the resource scheduling and allocation in disaster management situations, but to understand the current scenarios, we explored various approaches that have been recently proposed [35–40]. The resource allocation approach for postdisaster management in the context of IoT has been proposed by considering the priorities of both various activities and resources using stable matching approach [35]. Likewise, resource allocation for maximum utilization of the resources using maximum bipartite graph theory has been proposed in the context of IoT for postdisaster management [36]. In both approaches of [35, 36], the estimating of the waiting time for allocation and number of resource centers to be utilized has not been detailed. The approach to optimize the decisions related to logistics in a collaborative way for the flood disaster situation has been proposed [37]. But, it is reported in that the proposed model is not able to manage the differences between the various organizations involved for rescue and their utilization to an essential required place [37]. Likewise, an approach for postdisaster humanitarian logistics in the context of proving the medical assistance teams has been proposed [38]. However, few limitations are reported that the classification of various types of relief medical supplies is not carried out and while dispatching the logistics, heterogeneous vehicle routing problem is not addressed. Further, resource scheduling approach is proposed in the IoT environment for postdisaster management [39]. But, the drawback in this approach [39] is that the estimating of the waiting time for various tasks and resources is not addressed. An approach for allocation of the resources during simultaneous disasters has been proposed [40]. They performed the risk analysis with resource constraints for meeting the given targets and estimated the financial aspects with different budgets and further the political effects have been considered.

From the above literature, it is clear that there is a scope for an efficient resource scheduling algorithm for postdisaster management. In this context, we propose an algorithm which considers the different critical parameters for allocation and scheduling of the resources in an effective manner. The proposed scheduling algorithm along with the problem formulation is described in the following sections.

3. Problem Formulation

For postdisaster management, the rescue and recovery operations are very crucial and to carry out these operations resources are required. Having limited number of resources, for various task accomplishment, resource scheduling must be done in an efficient manner. Scheduling of the resources can be performed using the number of parameters. In this paper, we consider two parameters, namely, the priority of the activities and the expected completion time of an activity. The completion time of any activity depends upon the resource availability. In such case, the resource availability is very crucial and must be handled efficiently. In this context, it is very important to find out time duration after which the resource may be available for a given task or activity. This time duration can be considered as a waiting time. So, it is necessary to estimate a waiting time for resources and it indirectly provides a measure for the completion time of an activity. In our proposed algorithm, we estimate the waiting time for the availability of the resources that is required for a specific activity. Generally, various resources are dispatched from different locations in the affected region. These locations are considered as resource centers. At the beginning of any rescue operation, various resources are distributed from different resource centers. It is very important to decide the number of resource centers that should be established to cover the maximum affected area. Similarly, the disaster affected area should be divided into subareas or zones for effective rescue operations. Each zone may have at least one resource center. In this context, the required optimal number of resource centers needs to be estimated for the postdisaster management activities.

In brief, from the above discussion, the waiting time for the availability of a resource and the number of resource centers required to carry out rescue operation are significant.
and this operation should be performed in a very efficient and effective manner. In this view, we exploit a very standard approach, queuing theory, for estimating a waiting time and the number of resources and using these estimated parameters, the resource scheduling algorithm is introduced. It is also required that the various activities should be completed in a particular order, which leads to a situation where the given activities should be completed with a particular priority which may be preassigned. The waiting time evaluation and estimating the optimal number of resource centers and the priority assigned to different activities are the key parameters for effective and efficient postdisaster management. Further, the scheduling of the resources must be done in a fair manner avoiding the race conditions or starving among the activities. For scheduling, a large number of methods have been reported in the literature which is detailed in the related work section. Among various scheduling algorithms surveyed, we explore Banker’s algorithm [41, 42] for our proposed scheduling algorithm. Our proposed algorithm is enhanced in such a way that it should meet the required conditions like the priority of a given task or activity. In the literature, Banker’s algorithm has been used for process scheduling in the operating system. Earlier, we have proposed a scheduling approach [43] for postdisaster management using Banker’s algorithm. In this paper, our earlier proposed algorithm is enhanced by incorporating the parameters, namely, the priority of the task and waiting time for the availability of the resources for resource scheduling.

From the above discussion, for our proposed system, we address mainly three issues which are very important and crucial for rescue and response operations as a part of postdisaster management. These three issues are the number of resource centers to be utilized and resource scheduling of the respective activities by considering the priorities and scheduling them without deadlock conditions. For this purpose, the disaster affected region may be divided into regions or zones for effective activity management. All the available resources are to be visualized at the top level as a group. In this context, the problem formulation is represented in the form of a graph model with various resources and their interconnections in the form of activities.

Let us say that there are \( l \) activities and \( m \) resources in the system. These activities say \( a_1, a_2, \ldots, a_l \) can be denoted by \( a_i \), where \( 1 \leq i \leq l \). Likewise, the resource of \( j \) type is termed as \( r_j \), where \( 1 \leq j \leq m \). In the system, it is assumed that the number of similar types of resources is available, i.e., if a particular resource \( r_j \) is available with \( k \) number of quantities, then we define it as \( k \) instances of \( r_j \). The number of instances of \( k \) varies from one resource to other resources. This information is available at the time of planning. For example, three ambulances are present in a system considered as three instances of resource type ambulance.

In a graph \( G \), each node is labeled, either, as an activity node or a resource node. The node is represented as an activity node, \( a_i \), and resource node, \( r_j \). These particular activity nodes and resource nodes are interconnected through the edges. In real practice, the rescue and response operation have to perform the number of tasks. Each task consists of different activities which results in dependencies among the activities for completing a task. In our proposed system, the dependency among the activities is handled at the scheduling level. In this view, the typical graph using activities and resources looks like as shown in Figure 1. To make graph representation simpler, the different instances of resources are also represented as graph nodes and these instances are represented by black dots within the resource node itself. It is assumed in this example that there is no activity dependency. So, the activity nodes are not interconnected. Figure 1 reflects the same, where \( r_1 \) and \( r_3 \) have one instance each, whereas \( r_2 \) and \( r_4 \) have two and three instances, respectively.

As pointed out earlier, various tasks consist of different activities and each activity requires a set of resources. It may result in deadlock or race condition among the different activities. As mentioned, the dependency among the activities is handled by the scheduling algorithm but it is necessary to map these dependencies in the graph of activities and resources nodes. The scheduling algorithm is devised in such a way that it should help in resolving the deadlock or race conditions. In such cases, it may happen that different activities require the same set of resources for completing the task. As each activity needs a set of resources that need to be scheduled, the allocation of resources to the activities and scheduling them must be handled simultaneously to avoid deadlock or race situations. It is important to note that, in our proposed systems, we take care of this critical requirement through the graph which helps the scheduling algorithm for fair allocation. In this view, the resource dependencies among the activities are represented through directional edges in the graph. The arrow from an activity node to the resource node indicates that a particular activity needs that resource. The arrow from resource node instance to activity node indicates that a particular instance of the resource is allocated to that activity. Indirectly, this representation of activities and resources allows one to find a cycle or deadlock situations or race conditions at a given instance of time. All these directional edges represent the demand in the allocation at a given instance of time and that demand varies with the time.

![Figure 1: Illustration of improper scheduling.](image-url)
The major contribution of this work is to represent the demand and the allocation of the resources and dependencies among the activities, through the directional graph. This makes our graph dynamic which actually represents a dynamic network of resources. This graph representation again helps the management authority at a given instance of time for monitoring the resources and activities and hence, the task at any level can be performed with ease. As shown in Figure 1, activity $a_1$ needs resource $r_1$ which is currently allocated to activity $a_2$. Similarly, two instances of $r_2$ are allocated to activities $a_1$ and $a_2$, respectively. But the same instance resource $r_3$ is required by the activity $a_3$. As there is no additional instance of $r_2$ available, it cannot be allotted to activity $a_3$. This requires an effective and efficient scheduling. The demand and allocation are represented as a directed graph $G = (V,E)$, where $V$ is a set of vertices that indicates the activities and resources and $E \subseteq \{[a_i,r_j] | a_i,r_j \in V,a_i \neq r_j\}$ defines the potential allocation edges. Any resource scheduling algorithm should perform the scheduling of resources among the activities in a fair manner. There should not be any deadlock situation or race condition which results in the starvation of resources which holds the complete system in a standstill condition. So, it is important to schedule the different activities and allocate the resources based on some additional information or the number of parameters. These parameters should be chosen in such a way that it should lead to a very effective and efficient resource allocation and scheduling for postdisaster management activities.

These parameters are utilization of the optimum number of resource centers, evaluating the waiting time for availability of the resources for completing a particular task, i.e., waiting time for a particular resource, and resource scheduling discussed earlier with the priority of different activities. In this view, the system must have a methodology to incorporate these three parameters in resource allocation and scheduling. The postdisaster management requires real time dynamic decision making. For supporting the dynamic decision making using these three parameters, it is necessary to evaluate them in real time, i.e., based on the demand of the allocations. Considering this fact, the best solution that one has is based on queuing theory. In this context, our system is modeled using queuing theory for evaluating these parameters. In the following section, we describe the queuing based modeling using the above parameters.

4. Queuing Theory Based System Model

In the literature, the queuing theory has been very well exploited for the problem of demand and supply or producer and consumer based applications. For demand and supply based applications, the system has the number of service providers and the number of service users. In queuing theory, various parameters like arrival rate of service user and service rate, length of the requests in the queue, and waiting time of the requests in the queue are very critical and modeled based on statistical distribution. In the context of postdisaster management, the task and activities are the services to the user or consumer, whereas resources act as a service provider or producer. In this view, the queuing theory based modeling helps in designing the robust system which not only provides an optimal solution but allows one to complete the required task in an effective and efficient manner. The performance of the queuing based system depends on the number of available resources, i.e., service centers or servers in the system and the length of the requests in the queue. Consequently, these two parameters decide the waiting time for the availability of a resource for a particular activity. As discussed earlier, these resources are distributed and located at various places in the disaster affected area.

The queuing system is represented using Kendall's notation [28]. The Kendall's notation consists of four variables that define the system parameters. The standard Kendall's notation is given as $M/M/C/K$, then these parameters are defined as arrival rate/service rate/number of servers/capacity of each queue. For instance, if the arrival rate is represented as $\lambda$/hour and the service rate as $\mu$/hour, with 1 server of the capacity of 10 items in the queue being hold, then the Kendall's notation can be given as $\lambda//\mu/10$. In the context of disaster management, the various activities are requesting the resources to accomplish the given job. Hence, the resources are acting as servers and activities are waiting in the queue to get served by the resources. These resources are available in various resource centers. Therefore, the queuing theory in our system is defined as arrival rate of requests by various activities/service rate of the resources/number of resource centers/number of activities waiting in the queue.

Generally, the number of requests is not known in advance. In such a case, the queuing system can be modeled using an infinite number of requests. Similarly, for serving these requests, the resources available in the system are considered to be finite. The arrival rate and the service rate are modeled based on different probabilistic distributions. For instance as shown in the above notation, $M/M/C/K$ represents the modeling of arrival rate as Poisson distribution $M$ as the first parameter, followed by the second parameter for service rate which is modeled as exponential distribution $M$. $C$ is the number of resources centers which are available in the system and $K$ is the number of requests arriving to the system by various activities. The reason for using Poisson distribution for arrival rate is because it involves memoryless waiting time until the arrival of the next request in nonoverlapping time intervals that are probabilistically independent.

For the postdisaster management, we explore the queuing theory and model the system accordingly. Postdisaster management consists of various tasks to be accomplished. These tasks are decomposed into different activities and each activity requires a set of resources for its completion. For our system, an arrival rate of the requests is nothing but the arrival of activities for different resources. The request is originated by a particular activity for a given task. Similarly, a service rate of different requests is nothing but a particular resource utilized by a particular activity of a given task. As discussed in the problem formulation, the service rate, i.e., the time for which a resource is utilized by an activity affects or decides when the same resource will be available to another
activity, which is considered as a waiting time for the next activity to acquire that same resource. In a queuing theory, this waiting time is also modeled similarly to the service rate; i.e., if the service rate is modeled using exponential distribution, then waiting time also follows an exponential distribution. The main aim of our work is to distribute the resources to different activities with minimum waiting time. In this context, we model our system using queuing theory to estimate the optimal number of resource centers required to minimize the overall waiting time for all the activities in the system. These resource centers can be utilized for efficient resource scheduling. The queuing system based modeling is detailed as below.

In this paper, for modeling the system using queuing theory, we define four parameters. These parameters are related to (i) the number of requests that arrive for different resources at resource centers, (ii) the service rate or execution time for completing the requests, (iii) the length of the queue for holding these requests for different resources at resource centers, and (iv) the capacity of the systems which is a measure of how many requests can be handled by the system at a given time, i.e., the number of the requests in a queue and the number of requests in a service or execution and overall time from entry to exit of a request through the system. Here, the system consists of the number of resource centers and each resource center has a number of resources. In this context, these four parameters are, namely, categorized as (i) the length of the activities in the queue to hold the number of requests that are coming to the system, (ii) the waiting time for the activities in the queue as the resources and the resource centers are busy with serving the other activities, (iii) the length of the total activities which is the capacity of the system holding the number of requests in the queue as well as in the service, and (iv) the waiting time of the total number of the activities which reflects the duration from entry to exit through the system. Determining the optimal number of resource centers and the waiting time for the requests using the queuing model based on the above four parameters is detailed as below. Now, the total number of activities in the system is defined in

\[
\text{Total number of activities in the system} = \frac{\text{Activities arrival rate}}{\text{Resources service rate}} \frac{1 - \text{Activities arrival rate}}{\text{Resources service rate}} (1)
\]

Since the length of the system, total number of activities in the system, is known, the number of activities that are waiting in the queue, waiting time of the all the activities, and waiting time in the queue can be determined using Little’s equation [28] as shown in

\[
\text{Total number of activities in the queue} = \text{Total number of activities in the system} + \text{Expected number of activities are being served by the resources} (2)
\]

\[
\text{Waiting time in the queue} = \frac{\text{Total number of activities in the queue}}{\text{Activities arrival rate}} (3)
\]

\[
\text{Waiting time of all activities} = \frac{\text{Total number of activities}}{\text{Activities arrival rate}} (4)
\]

The example of the single resource center is explained with an example in Appendix A.

The above model is derived using a single resource center. The waiting time for the availability of resources for different activities which are served by a single resource helps further to design the system with multiple resource centers. In real practice, there are many areas in the affected region where the different tasks are to be performed and only one resource center is not sufficient. Using the above model which is derived for a single resource center can be extended for multiple resource centers so that the waiting time for the availability of different resources for different activities of various tasks can be minimized and the rescue and recovery operation can be executed efficiently. In this context, the queuing system is modeled with number of resource centers that can be determined by the following equation

\[
\text{Total Number of Activities in the queue} = \frac{\text{Activities arrival rate}}{\text{Resources service rate}} \text{Number of Resource Centers}+1 P_0 (5)
\]

\[
\text{where, } P_0 \text{ is the probability that there is no queue. Equation (5) represents the relationship between the length of the requests in the queue and the number of resource centers.}
\]

\[
\text{The optimal number of resource centers can be evaluated by verifying by (5) }=1, \text{ i.e., no waiting time. It means that as soon as the requests come, they will be processed which depicts an}
\]

\[
\text{center is not sufficient. Using the above model which is derived for a single resource center can be extended for multiple resource centers so that the waiting time for the availability of different resources for different activities of various tasks can be minimized and the rescue and recovery operation can be executed efficiently. In this context, the queuing system is modeled with number of resource centers that can be determined by the following equation}
\]
ideal situation. The example of the single resource center is explained with an example in Appendix B.

5. Proposed Resource Scheduling Algorithm

In the postdisaster management, rescue and response operations are very crucial. The rescue operations should be carried out effectively in such a way that various services should be restored and need of the affected people should be addressed. For this purpose, acquiring the data and availability of this data anytime, anyplace, and anywhere can be achieved through IoT.

Further, different IoT devices, sensing various events like fire, temperature, and gas leakage, detectors of human life, etc., are deployed at the affected area after the disaster. These devices may be useful for tracking the further stroke of such disasters because IoT devices help in managing and tracking the different resources in the affected area. In such scenarios, it is necessary to group all these devices so that the information acquired through devices can be channelized or utilized for rescue work. In this context, it is important to localize these devices which are deployed through drone like equipment [44]. It is assumed that localization of all these devices is carried out using [45]. Similarly, for effective data acquisition and information extraction, all these devices must be clustered. For clustering, our earlier proposed approaches [46–49] are used.

In a real application, the number of resource centers is limited and constrained by the number of other issues. So, it is difficult to achieve the state of the system, where there is no waiting time. It means that the number of requests is more than the number of servers/resources. In this scenario, it is required to maintain the queue and schedule the activities in such a way that there are no starvation and race conditions. In the literature, various approaches have been reported for resource scheduling as discussed in Section 2. Using our system model described above, we present the scheduling algorithm as shown in Algorithms 1 and 2. Among various algorithms reported in the literature, Banker’s algorithm [41, 42] has been proposed for resource scheduling for avoiding the deadlock situations. The limitation of this Banker algorithm is that it requires in-advance knowledge of the number of resources required which is not possible in real applications. But at the same time, the advantage of Banker’s algorithm is that it avoids the deadlock conditions and schedules the resources in a safe sequence. For a particular disaster management, to initiate the rescue and recovery operations, the work in the affected area is generally started with the available number of resources. In this context, Banker’s algorithm is more suitable for the resource scheduling in a disaster affected area. Earlier, Banker’s algorithm has been explored for resource scheduling in [43]. In a real environment, the various tasks which are to be performed in a disaster affected area have different priorities so that there will be minimum human and financial loss. So it is important to incorporate the priority of the task in allocating the resources or scheduling the resources. Second, the number of resource centers will be limited and the number of requests will be more. In such a situation, for completing the different activities of a task, it has to wait for the availability of the resources from the resource centers which introduces the waiting time for the requests to be executed. This discussion shows that the priority of the activity and waiting time for the availability of the resource must be considered in scheduling the different resources. This motivates us to propose modified Banker’s algorithm which incorporates the priority of the tasks and the waiting time for the availability of a particular resource for completing a particular activity of a task. Queuing theory based modeling described in the previous section provides the queue length for the resource and waiting time of the system. As discussed in the problem formulation, let us assume that there are $l$ activities and $m$ resources in the system. The activities are denoted by $a_1, a_2, \ldots, a_l$ and, likewise, the $r_j$, where $(1 \leq j \leq m)$ with $k$ instances that vary from one resource to another. The total number

<table>
<thead>
<tr>
<th>Procedure</th>
<th>Description</th>
</tr>
</thead>
</table>
| Scheduling | \[ Demand_{curr} \]
| Allocation | \[ Available_{curr} \]
| Demand | \[ Requested, Priority \]
| while | for all activities w.r.t Priority do
| if | Requested ≥ Demand$_{curr}$ then
| Go for next priority activity |
| else if | Requested ≥ Available$_{curr}$ then
| Go for next priority activity |
| else | Available$_{next}$ = Available$_{curr}$ - Requested
| Allocating the requesting resources |
| Demand$_{next}$ = Demand$_{curr}$ - Requested |
| Decrement the demand after allocation |
| end if |
| Update the Available resources |
| Available$_{curr}$ = Available$_{next}$ |
| end while |
| Return schedule and execute the activities |

**Algorithm 1: Resource Scheduling Algorithm (Without Waiting Time Estimation).**
Similarly, the number of resources of type $j$ allocated to an activity $a_l$ is indicated by $ Allocation_{ija_l}$. This representation leads to the two-dimensional matrices demand and allocation represents the current state of the requests for a particular resource and number of resources in service. As the requests arrive for the different resources from the different activities, Demand$_{ija_l}$ varies. As the resources are allocated to a particular activity, Allocation$_{ija_l}$ is updated. As discussed earlier for a resource type $r_j$, the number of currently available instances is stored in Available$_{ij}$. The particular type of the resource may be required by different activities of different tasks. So it is not possible to allocate all the available resources for a particular activity at a given moment of time. The Allocated$_{ija_l}$ is the number of resources of type $j$ currently allocated to activity $a_l$ against its Demand$_{ija_l}$. So, additional resources of type $j$ required by an activity $a_l$ for its completion are stored in Requested$_{ija_l}$. With these definitions, now we are able to verify the resources that are available and can be allocated immediately. The first criterion checks the requested number of resources that should be less than the available number of resources; i.e., the additional required resources are less than the total available resources which can be represented as (6).

The proposed algorithm fulfills the essential conditions of the activities and verifies the availability of the requested resources using the given equation:

$$\sum_{i=1}^{l} \sum_{j=1}^{m} Requested_{ija_l} \leq \sum_{j=1}^{m} Available_{ij}$$  \hspace{1cm} (6)

for $l$ number of activities, i.e., $a_l$ where $l=1$ to $l$, and $j$ number of different types of resources $r_j$ where $j$ varies from $1$ to $m$. This criterion presents that a particular activity needs a different type of the resources for its completion; i.e., the equation indicates that the total number of additional resources required by the different activities is less than the total number of available different resources. Similarly, the second criterion states that the demand is more than the available resources; then the request is placed in the queue. This can be as shown in

$$\sum_{i=1}^{m} r_j \leq \sum_{i=1}^{l} \sum_{j=1}^{m} Demand_{ija_l}$$  \hspace{1cm} (7)

for $l$ number of activities, i.e., $a_l$ where $l=1$ to $l$, and $j$ number of different types of resources $r_j$ where $j$ varies from $1$ to $m$. This criterion presents that a particular activity needs a different type of the resources for its completion; i.e., the equation indicates that the total number of additional resources required by the different activities is less than the total number of available different resources. Similarly, the second criterion states that the demand is more than the available resources; then the request is placed in the queue.

For the estimation of waiting time, the processor is divided into $s$ resource centers. The resources are assigned to different resource centers using queueing theory and calls Algorithm 2. Upon the observation with different arrival rates, the same information is presented as a flowchart in Figure 3 and corresponding pseudocode is depicted in Resource Scheduling Algorithm 1. In the proposed algorithm, the subscript Curr and Next are used with the different notations to represent the current value of that variable and the value available for the next iteration, respectively. For example, Available$_{Next}$ = Available$_{Curr}$ − Requested represents the number of resources of a particular type available for the next iterations which can be evaluated by subtracting the additionally required number of resources by a particular activity from the currently available number of resources of a particular type.

In this context, two variants of proposed algorithm are presented for resource scheduling. The first variant considers only the priority assigned to the activity without considering evaluation of the waiting time for availability of a resource. Second, we represent scheduling algorithm where the priority assigned to different activities and waiting time for availability of a particular resource is also considered which makes our resource scheduling algorithm dynamic and elegant. Algorithm 1 presents resource scheduling algorithm considering the priority of the task or activity on hand and Algorithm 2 estimates the waiting time for the resource availability for completing different activities using queuing theory and calls Algorithm 1. To evaluate the waiting time in the queue, parameters like arrival rate, service rate, and number of resource centers are important and essential. In our proposed approach, by keeping number of resource centers constant, we observe the waiting time by increasing the service rate for different arrival rates. The same information is presented as a flowchart in Figure 3 and corresponding pseudocode is depicted in Algorithm 2. Upon the observation with different arrival rates, the optimum number of resource centers can be utilized. After the resource centers are finalized, the scheduling algorithm is called for the resource allocation for various activities.

The time complexity of the proposed Resource Scheduling Algorithm 1 is $O(a^2r)$ with utmost $a$ possible activities and $r$ resources, whereas the brute force approach time complexity is $O(a!(a - r)!)$. For a number of activities and $r$ number of resources, the enumeration in FCFS approach [50] is $a^rP_r$, which is equal to (a!/(a - r)!)!. Therefore, the proposed

**Algorithm 2: Resource Scheduling Algorithm (With Waiting Time Estimation using Queuing Theory).**

1. procedure Waiting Time Estimation(Arrival rate, Service rate and Number of Resource Centers)
2. while for $i$ in all activities $a_l$ do
3. Calculate the values as per equation (1) to (5).
4. Determine the optimal number of resource centers using (5)
5. Verify the waiting time is $= 0$ using multiple resource centers.
6. end while
7. Call Algorithm 1;
8. end procedure

For the estimation of waiting time, the processor is divided into $s$ resource centers. The resources are assigned to different resource centers using queueing theory and calls Algorithm 2. Upon the observation with different arrival rates, the same information is presented as a flowchart in Figure 3 and corresponding pseudocode is depicted in Resource Scheduling Algorithm 1. In the proposed algorithm, the subscript Curr and Next are used with the different notations to represent the current value of that variable and the value available for the next iteration, respectively. For example, Available$_{Next}$ = Available$_{Curr}$ − Requested represents the number of resources of a particular type available for the next iterations which can be evaluated by subtracting the additionally required number of resources by a particular activity from the currently available number of resources of a particular type.

In this context, two variants of proposed algorithm are presented for resource scheduling. The first variant considers only the priority assigned to the activity without considering evaluation of the waiting time for availability of a resource. Second, we represent scheduling algorithm where the priority assigned to different activities and waiting time for availability of a particular resource is also considered which makes our resource scheduling algorithm dynamic and elegant. Algorithm 1 presents resource scheduling algorithm considering the priority of the task or activity on hand and Algorithm 2 estimates the waiting time for the resource availability for completing different activities using queuing theory and calls Algorithm 1. To evaluate the waiting time in the queue, parameters like arrival rate, service rate, and number of resource centers are important and essential. In our proposed approach, by keeping number of resource centers constant, we observe the waiting time by increasing the service rate for different arrival rates. The same information is presented as a flowchart in Figure 3 and corresponding pseudocode is depicted in Algorithm 2. Upon the observation with different arrival rates, the optimum number of resource centers can be utilized. After the resource centers are finalized, the scheduling algorithm is called for the resource allocation for various activities.

The time complexity of the proposed Resource Scheduling Algorithm 1 is $O(a^2r)$ with utmost $a$ possible activities and $r$ resources, whereas the brute force approach time complexity is $O(a!(a - r)!)$. For a number of activities and $r$ number of resources, the enumeration in FCFS approach [50] is $a^rP_r$, which is equal to (a!/(a - r)!)!. Therefore, the proposed
resource scheduling algorithm using Banker’s strategy gives optimal results compared with the brute force approach.

6. Simulation Results

In this section, the simulation result is presented in three subsections. The first subsection presents the evaluation of queuing based proposed system whereas second subsection describes the result of evaluation of proposed priority based scheduling algorithm. The simulation results are carried out for evaluating the proposed queuing theory based system. The simulations are performed using different scenarios for evaluating the waiting time and determining the optimum number of resource centers given queuing system parameters like arrival rate and service rate. In each scenario, the aim is to minimize waiting time and complete different activities of various tasks required for rescue and recovery operation for postdisaster management. Efficient scheduling of various resources through different resource centers should be allocated in an optimal way. A case study is presented having different emergency locations in the area where different activities are to be performed using Google map. For this case study, the number of resource centers with different types of resources is considered. These resources are required by various activities of different tasks that are to be performed for rescue and recovery operations. The proposed scheduling
algorithm outcomes are depicted in the visual form using the developed application on the android platform which can be deployed for postdisaster management. For the actual implementation purpose, we designed and created our own android application using API:19 Android 4.4 (KitKat) [51]. In the third subsection, the comparative analysis is presented. The proposed algorithm is evaluated and compared with existing approaches reported in the literature. The performance analysis is carried out using different standard parameters, algorithm computational complexity time, and fairness in resource allocation and scheduling.

6.1. Evaluation of the Queuing Based System. For demonstrating the robustness of our queuing theory based system, the proposed model is evaluated in terms of resource utilization and waiting time with the different number of resource centers and activities. For ease of understanding, we used few notations to represent the various parameters, such as arrival rate of the activities= $\lambda$, service rate of the resources = $\mu$, number of resource centers = $C$, and resource utilization=$\rho = \lambda/\mu$. With these notations, the simulations are performed in different scenarios. Initially, the resource utilization is evaluated by keeping the number of resource centers constant. For the given number of resource centers, the simulations are performed by varying the arrival rate of requests originating from different emergency locations for various activities. The resource utilization is plotted with respect to increasing rate of service for different requests that arrive at resource centers. It is shown in Figure 4.

It is clearly observed from Figure 4 that the resource utilization decreases as the service rate increases for different arrival rates. As the number of resource centers increases, the resource utilization decreases which can be visualized from Figure 4. As shown in Figure 4, as the resource center increases from 1, 2, 3, and 5, the maximum resource utilization decreases from 1.0, 0.5, 0.35, and 0.2. Similarly, another parameter that is evaluated is the waiting time. For the different arrival rates, the waiting time for availability of the resource for different activities is plotted with respect to increasing rate of service which is shown in Figure 5.

As the service rate increases, the waiting time decreases for different arrival rates. Further, the waiting time is decreasing as the number of resource centers is increasing. As shown in Figure 5, as the resource centers increase from 1, 2, and 3 the maximum waiting time decreases. The corresponding values for resource centers 1, 2, and 3 are 1.0 hrs, 0.025 hrs, and 0.003 hrs, respectively. Also, it is observed that if the number of resource centers is increased more than 3, the waiting time of the various activities is almost zero as the service rate increases. Based on the above experimental results, it is observed that as the number of resource centers increases, the waiting time for availability of the resource is decreasing. But at the same time, the cost of the capital amount for setting up the resource centers increases as the $C$ increases. Hence, there should be a tradeoff in utilizing the optimum number of resource centers such that the waiting time for the activities can be handled effectively.

6.2. Evaluation of Proposed Resource Scheduling Method. For evaluating the proposed modified Banker algorithm for resource scheduling, the real scenario is emulated as a case study. The Google map is used to show different emergency locations in the area chosen for emulation. These are the areas of local city, Surat, of the state Gujarat in India. The complete visualization of resource scheduling is executed through the android application developed for smartphone devices. The idea is on-site application can be used in case of disaster and various resource centers can be monitored in real time. All devices which are part of resources may be IP enabled and may serve as IoT devices. These IoT devices now can be monitored through our developed application anywhere and anytime. This is the advantage of having IoT enabled environment for postdisaster management. All the tasks and various activities of these tasks along with their utilization of various resources can be monitored using a simple mobile device. The network can be accessed using a simple plugged router as an access point in the affected area. The proposed modified Banker algorithm is implemented on android platform for online monitoring of the complete network. The resource scheduling scenario is tested and analyzed. The various screenshots of execution of resource scheduling method are presented using Google map [52].
The resource scheduling is evaluated by considering different areas of Surat city as emergency locations. Let us assume that the resources are requested by different tasks at emergency locations that are local areas, namely, VR Mall, Big-bazaar, SVNIT, Adajan, and Athwa Gate. The resources are requested from the different resource centers located at different areas of the city, namely, Adajan, Majura gate, and Katargam. The locations of emergency places and resource centers are visualized using Google map. These locations are shown in Figure 6. Figure 6(a) represents the particular screenshot where the emergency locations and resource center places are listed. Figure 6(b) displays the locations of resource centers using Google map. Figure 6(c) shows the emergency locations in the Surat city.

For compact visualization on a small screen of the mobile device, the symbols are assigned as R1, R2, and R3 for resource centers. Similarly, the emergency places are assigned names $A_0, A_1, A_2, A_3,$ and $A_4$. These $A_0, A_1, A_2, A_3,$ and $A_4$ may represent the different tasks or activities at respective places or locations. This representation is shown in Figure 7. Various activities of different tasks to be performed at emergency locations require a different number of resources from the
respectively. These resources \( r_1, r_2, \) and \( r_3 \) are available at resource centers R1, R2, and R3, respectively. Let the resources be allocated to 5 activities, say, \( A_0, A_1, A_3, A_3, \) and \( A_4 \). As shown in Figure 7(a), at place \( A_0 \), activities have resources \( (r_1, r_2, r_3) = (0, 1, 0) \) initially allocated from resource centers R1, R2, and R3. Similarly, at location \( A_1 \), activities have been allocated resources \( (r_1, r_2, r_3) = (2, 0, 0) \) initially. At other places, \( A_2 \) has \( (3, 0, 2) \), \( A_3 \) has \( (2, 1, 1) \), and \( A_4 \) has \( (0, 0, 2) \) resources initially allocated. The additional requirement of resource by each activity is shown in Figure 7(b); i.e., at place \( A_0 \), activities have demand of resources \( (r_1, r_2, r_3) = (7, 5, 3) \) from resource centers R1, R2, and R3, respectively. Similarly, at

Let us assume that there are 3 types of resources, say, \( r_1, r_2, \) and \( r_3 \) with 10, 5, and 7 instances of each resource, respectively. These resources \( r_1, r_2, \) and \( r_3 \) are available at resource centers R1, R2, and R3, respectively. Let the resources be allocated to 5 activities, say, \( A_0, A_1, A_3, A_3, \) and \( A_4 \). As shown in Figure 7(a), at place \( A_0 \), activities have resources \( (r_1, r_2, r_3) = (0, 1, 0) \) initially allocated from resource centers R1, R2, and R3. Similarly, at location \( A_1 \), activities have been allocated resources \( (r_1, r_2, r_3) = (2, 0, 0) \) initially. At other places, \( A_2 \) has \( (3, 0, 2) \), \( A_3 \) has \( (2, 1, 1) \), and \( A_4 \) has \( (0, 0, 2) \) resources initially allocated. The additional requirement of resource by each activity is shown in Figure 7(b); i.e., at place \( A_0 \), activities have demand of resources \( (r_1, r_2, r_3) = (7, 5, 3) \) from resource centers R1, R2, and R3, respectively. Similarly, at

Let us assume that there are 3 types of resources, say, \( r_1, r_2, \) and \( r_3 \) with 10, 5, and 7 instances of each resource, respectively. These resources \( r_1, r_2, \) and \( r_3 \) are available at resource centers R1, R2, and R3, respectively. Let the resources be allocated to 5 activities, say, \( A_0, A_1, A_3, A_3, \) and \( A_4 \). As shown in Figure 7(a), at place \( A_0 \), activities have resources \( (r_1, r_2, r_3) = (0, 1, 0) \) initially allocated from resource centers R1, R2, and R3. Similarly, at location \( A_1 \), activities have been allocated resources \( (r_1, r_2, r_3) = (2, 0, 0) \) initially. At other places, \( A_2 \) has \( (3, 0, 2) \), \( A_3 \) has \( (2, 1, 1) \), and \( A_4 \) has \( (0, 0, 2) \) resources initially allocated. The additional requirement of resource by each activity is shown in Figure 7(b); i.e., at place \( A_0 \), activities have demand of resources \( (r_1, r_2, r_3) = (7, 5, 3) \) from resource centers R1, R2, and R3, respectively. Similarly, at
other emergency locations, \(A_1\) needs \((3,2,2)\), \(A_2\) needs \((9,0,2)\), \(A_3\) needs \((2,2,2)\), and \(A_4\) needs \((4,3,3)\) additional number of resources from A, B, and C resource centers. After initial allocation, the available numbers of resources at resource centers A, B, and C are 3, 3, and 2, respectively, which is shown in Figure 7(c). The resource centers and emergency locations which are listed in Figure 6(a) are represented using Google map and are displayed in Figure 8(a).

Now, the execution of our proposed resource scheduling algorithm results in resource scheduling of resources for different activities, in a safe sequence, avoiding deadlock and race conditions which are shown in Figure 8(b). Using Banker’s algorithm for resource scheduling, the execution of various activities scheduled at different emergency locations is represented by the sequence of numbers 1, 3, 4, 0, and 2 in Figure 8(b). This sequence number represents the emergency location places and without priorities. That is, the activities are scheduled at places \(A_1\), \(A_3\), \(A_4\), \(A_0\) and \(A_2\) in sequence. So activity at place \(A_1\) is executed first followed by the activities at place \(A_3\). Then, activities at place \(A_4\) are executed followed by activities at \(A_0\) and \(A_2\). In terms of actual locations of the Surat city, the resource is allocated to Athwa Gate first,
followed by VR Mall, Big-bazaar, SVNIT, and Adajan in sequence. After the allocations of resources at these places in sequence as discussed above the sequence of execution at different places is shown with a blue marker in Figure 8(b).

Afterward, the simulation result is presented where another parameter, i.e., the priority of the activity, is incorporated for resource scheduling. The visual representation assignment of the priority to different activities is shown in Figure 9(a). The activities at place $A_0$ are assigned lowest priority whereas the activities at place $A_3$ are assigned the highest priority compared to other places. The output of resource scheduling method, with two parameters, the waiting time for availability of the resource for different activities and the priority of the activity, is displayed in Figure 9(b).

The resource scheduling for different activities at different places using the proposed method results in a different sequence of places for executing different activities. The sequence is now, 3, 1, 2, 4, and 0, as shown in Figure 9(b). This sequence indicates that the scheduling of the activities at place $A_3$ should be executed first due to the higher priority, followed by activities at place $A_1$. The activities at place $A_2$ are having higher priority than the activities at place $A_1$. Because the requested number of resources is 9 from resource center $A$ by activities at place $A_2$ it is not possible to allocate those many resources as the available number of resources is only 5. Due to nonavailability of the sufficient number of resources, the next priority activities at place $A_1$ are executed. Afterward, the activities at place $A_2$, followed by the activities at place $A_4$ and the activities at place $A_0$, are executed in sequence. Using this sequence, now, the resources are allocated to VR Mall, followed by Athwa Gate, Adajan, Big-bazaar, and SVNIT places, respectively. The sequence of places for execution of different activities using our resource scheduling method is shown with a blue marker in Figure 9(b). This demonstrates that, using our priority based resource scheduling algorithm, it is possible to execute the different activities at different places without deadlock or any race conditions for availing different resources and it results in a safe sequence of activity execution across different places.

6.3. Comparative Analysis. For demonstrating the efficacy of our proposed algorithm, the performance analysis is carried out by comparing our approaches with different algorithms reported in the literature [10, 35, 36, 50]. The approaches proposed for resource allocation with first come first served (FCFS) strategy [50], greedy strategy [10], stable matching approach [35], and maximum bipartite graph approach [36] are considered for our comparison purpose. The performance is compared using the standard parameters [53], that is, fairness in resource allocation and execution time for completing the different activities.

The proposed approaches are devised in such a way that maximum utilization of the resources is achieved. For each activity, the resources were allocated with maximum fairness. Jain et al. [53] proposed a technique to measure the fairness by quantifying it. The fairness is given by the following equation

\[
f(X) = \frac{\left[\sum_{i=1}^{l} a_i \right]^2}{n} \times \sum_{i=1}^{l} a_i^2
\]
where \(0 \leq f(X) \leq 1\) is fairness measure of resource allocation. \(X = (a_1, a_2, \ldots, a_l)\) represents the number of resources \(a_i\) allocated to activity \(i\). There are \(l\) activities assumed. A large value of \(f(X)\) represents fairer resource allocation from the system perspective. The corresponding result is shown in Figure 10. It is observed that the fairness of Algorithm 1 is better than the other approaches compared. Due to the additional parameter of priority, Algorithm 2 gives less fairness in the allocation of resources than Algorithm 1. From this figure it is clear that the fairness achieved using resource scheduling methods using priority of activities and waiting time for availability of the resource for different activities is much higher compared to that of other methods reported in the literature.

We also analyze the proposed algorithm in terms of computational complexity for critical time analysis and response. As discussed earlier, for the proposed Resource Scheduling Algorithm 1, the time complexity is \(O(a^2r)\) with utmost \(a\) possible activities and \(r\) resources. But brute force approach takes \(O(a!/((a-r)!))\). Also, the greedy approach proposed in [10] takes \(O(r^2a \log a)\) because of the sorting of the activities. The time complexity of stable matching approach is \(O(ar)\) whereas maximum bipartite graph approach takes \(O(pq)\) where \(p = |a| + |r|\) and \(q = |E|\), i.e., number of edges. The comparative results of computational complexity time analysis are shown in Figure 11, which helps us to determine the proposed algorithm results better than brute force approach [50] which is FCFS and greedy approach [10]. It is observed that stable matching algorithm takes less time followed by simple Banker’s algorithm which takes less time among all the approaches compared. Because of the complexity consideration for queuing theory, Algorithm 2 takes more time than Algorithm 1.

7. Conclusion

Resource scheduling and activity management are crucial during disaster circumstances. The functionality of IoT in the IP-network formation for communications in real time monitoring helps in effective tracking and utilization of the available resources. The empirical results show that using queuing theory helps to determine the optimal number of resource centers. Based on the usage of optimum resource centers, the proposed algorithm schedules the resources by considering the priority of the activities depending on the situational requirements. The proposed algorithm is further verified by taking a case study of Surat city and demonstrated using real time android application with the help of Google maps. The proposed approaches are evaluated in terms of fairness and computational complexity time analysis, which shows better results than the approaches reported in the literature. The proposed algorithm can be further extended as future work for dealing with the response time of each resource at respective resource center which, in turn, affects the performance of the overall system.

Appendix

A. Single Server Resource Center

To illustrate the single resource centers with an example, assume the arrival rate of the activity is 8 per hour and service
rate of resources is given as 9 per hour; then we have the following.

(i) Now, $P_0 = 1 - \rho = 0.111$. 11.1% of the times there is no activity in the system.

(ii) The probability that the resources are not available can be determined by $1 = P_0 = \rho = 0.88$. Therefore, 88.8% of the times the resources are busy.

(iii) The probability that there is no queue is determined by $P_0(no\_queue) = P_0 + P_1 = 0.11 + \rho P_0 = 0.111(1 + $
0.88) = 0.2098. So, 21% of the times there will be no queue.

(iv) The probability of 10 activities in the system, P(10 in the system), \( P_{10} = \rho^0 P_0 = 0.88^10 * 0.11 = 0.0341 \). So, 3.4% times, out of 10 activities in the system, 1 is getting served and 9 are waiting for the service.

(v) The probability of at least 2 or more activities in the system is given by \( P(n \geq 2) = P_2 + P_3 + \ldots + P_\infty = 1 - P_0 + P_1 = 1 - 0.2098 = 0.7902 \). So, 79% of the times there will be 2 or more activities in the system.

(vi) The waiting time of the system is 1 hour.

B. Multiple Server Resource Center

To illustrate the multiple resource centers with an example, assume the arrival rate of the activity is 10 per hour and service rate of resources is given as 6 per hour and the number of resource centers is 2; then, activities arrival rate/(Numner of resource centers * service rate of resources) = 10/12 = 0.833 < 1.

(i) Now, \( P_0 = 0.0909 \). So, 9.1% of the times there is no activity in the system.

(ii) The probability that both resources are free such that an activity is assigned is given by \( P(\text{Activity gets a resource}) = P_0 + P_1 = 0.2424 \). So, 24.24% of the times the activity gets the resources.

(iii) The probability that there is no queue is determined by \( P_0(\text{no queue}) = P_0 + P_1 + P_2 = 0.11 + \rho P_0 + \rho^2 P_0/2 = 0.389 \). So, 39% of the times there will be no queue.

(iv) Waiting time = 0.6 hr. The waiting time is 36 minutes.
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