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A filter bank multicarrier (FBMC) with offset quadrature amplitude modulation (OQAM) (FBMC/OQAM) is considered to be one of the physical layer technologies in future communication systems, and it is also a wireless transmission technology that supports the applications of Internet of Things (IoT). However, efficient channel parameter estimation is one of the difficulties in realization of highly available FBMC systems. In this paper, the Bayesian compressive sensing (BCS) channel estimation approach for FBMC/OQAM systems is investigated and the performance in a multiple-input multiple-output (MIMO) scenario is also analyzed. An iterative fast Bayesian matching pursuit algorithm is proposed for high channel estimation. Bayesian channel estimation is first presented by exploring the prior statistical information of a sparse channel model. It is indicated that the BCS channel estimation scheme can effectively estimate the channel impulse response. Then, a modified FBMP algorithm is proposed by optimizing the iterative termination conditions. The simulation results indicate that the proposed method provides better mean square error (MSE) and bit error rate (BER) performance than conventional compressive sensing methods.

1. Introduction

To date, the application of mobile communication systems in the field of Internet of Things (IoT) is not in-depth [1, 2]. Although Fourth Generation (4G) has greatly improved the network speed, there is still much room for improvement in network reliability and latency. Fifth Generation (5G) systems [3–8] are now being deployed which can well meet the demands of IoT, such as low latency, high reliability network, and large bandwidth. The full opening of the 5G era is accelerating the application and popularization of IoT, artificial intelligence (AI), and other technologies [9–12]. However, the development of IoT requires suitable infrastructure [13, 14] including sensors for data acquisition and wireless communication technology. Currently, multicarrier modulation has been widely used in wireless communication systems. The filter bank multicarrier (FBMC) with offset quadrature amplitude modulation (OQAM), denoted as FBMC/OQAM, has captured significant attention [15, 16], due to its potential as an option to orthogonal frequency division multiplexing (OFDM). Although the Third Generation Partnership Project (3GPP) has indicated that filtered OFDM will be utilized in 5G systems, interest in FBMC for future mobile communication systems has not declined [17, 18].

FBMC technology employs a good time-frequency prototype filter, which has many features such as low spectral side lobes, high spectrum efficiency, and robustness to frequency offset [19]. However, the nonstrict orthogonality of the system leads to the existence of imaginary interference. This interference can be mitigated during channel estimation (CE), but this requires that the channel coefficients be estimated in the complex domain. Interference reduction is challenging in FBMC systems, particularly when multiple-input multiple-output (MIMO) communications are involved.
There has been significant effort to overcome this problem, and both preamble-based [20–27] and compressive sensing (CS-) based approaches have been proposed [28–33].

Numerous preamble-based schemes have been proposed for CE. The interference approximation method (IAM) [20] and interference cancellation method (ICM) [21] are two well-known algorithms for interference mitigation. They reduce the imaginary interference or exploit this interference to improve CE performance. Combined with these methods, a novel preamble structure for FBMC systems was proposed in [22]. Because more channel coefficients need to be determined, CE in MIMO systems is more complicated than in single-input single-output (SISO) systems. In addition, imaginary interference from multiple antennas makes CE in MIMO-FBMC systems difficult. Thus, there has been significant research on CE for MIMO systems. In [23], IAM preamble variants were investigated and the characteristic due to the extension to MIMO systems was studied. An optimized preamble for a frequency division multiplexing MIMO system was proposed in [24]. In [25], an interference elimination MIMO preamble structure was proposed to improve CE performance. In addition, an efficient sequence design for a MIMO-FBMC system was proposed in [26]. However, the use of a preamble reduces spectrum efficiency, and it is difficult to remove the intrinsic interference. There is consensus [27] that preamble-based CE for MIMO systems is inefficient.

Many works had been devoted to improve the CE performance in FBMC systems. In [34], the authors proposed a blind CE method by utilizing spatial diversity to introduce data redundancy. However, the method could not provide satisfactory CE performance. By utilizing the sparse channel characteristics, the CS approach is explored to promote the CE performance. Most works [35–37] were reported on CE in OFDM systems. Only few studies can be found for FBMC systems. In [28], a traditional orthogonal matching pursuit (OMP) method was utilized for CE. The results obtained showed that compared with the traditional preamble structure scheme, this approach could significantly improve the CE performance. In [29], a sparse adaptive CS algorithm was put forward for high CE. This algorithm is based on the compressive sampling matching pursuit (CoSaMP) and sparsity adaptive matching pursuit (SAMP) methods. Besides, a scattered pilot CE method based on CS for FBMC was proposed in [30] by utilizing the wireless channel sparsity. In [31], the authors developed two distinctive compressive sensing algorithms to estimate channel frequency response in FBMC systems. Simulations verified the superiority of the two algorithms. In [32], an effective CS-based CE method was given for MIMO systems. A sparse adaptive scheme for CE in MIMO systems was proposed in [33]. However, no work has been reported on Bayesian compressive sensing (BCS) for CE in FBMC systems. As a special CS method, BCS, which utilizes statistical information of sparse channels as prior knowledge, can achieve better recovery effect than traditional CS methods in many applications [38, 39].

Motivated by those above, in this paper, we explore the statistical information of sparse channels for CE. The main contributions of this paper are listed as follows:

1. Based on Bayesian CS approach, we propose an iterative fast Bayesian matching pursuit approach for high channel estimation in FBMC and its MIMO scenario. As far as we know, the Bayesian approach for high CE in FBMC systems has not yet been investigated.

2. To evaluate the performance of the proposed Bayesian approach, well-known CS methods and the least square (LS) method are utilized for comparison. Moreover, mean square error (MSE) and bit error rate (BER) are adopted to assess the CE performance. Simulations verify that the Bayesian approach can offer better both MSE and BER performance than other well-known CS approaches.

The rest of this paper is organized as follows. Section 2 presents the system model, including FBMC and MIMO-FBMC systems. Section 3 reviews the CS-based channel estimation method. In Section 4, a fast Bayesian matching pursuit channel estimation approach is proposed. In Section 5, the simulation comparisons are carried out and the results are analyzed. Finally, Section 6 gives the conclusions.

2. System Model

2.1. FBMC System. The FBMC signal can be expressed as

\[ s(t) = \sum_{m=0}^{N-1} \sum_{n} d_{m,n} g_{m,n}(t), \]  

(1)

where \( N \) denotes the number of subcarriers, \( g_{m,n}(t) \) represents the time-frequency prototype filter, and \( d_{m,n} \) represents the real-valued OQAM symbol. The \( (\cdot)_{m,n} \), in which \( m \) represents the subcarrier index and \( n \) represents the symbol time index, denotes the \( (m, n) \)th frequency-time (FT) point.

The filter functions \( g_{m,n} \) are orthogonal in the real domain with

\[ \mathbb{R}\left\{ \langle g_{m,n} | g_{m',n'} \rangle \right\} = \mathbb{R}\left\{ \sum_{t} g_{m,n}(t) g_{m',n'}^{*}(t) \right\} = \delta_{m,m'} \delta_{n,n'}, \]  

(2)

where \( \mathbb{R}(\cdot) \) represents the real part of a complex number and \( \delta \) is the Kronecker delta function with \( \delta_{m,m_0} = 1 \), if \( m = m_0 \) and \( \delta_{m,m_0} = 0 \). Note that even without channel distortion, there is still imaginary intercarrier interference at the output of the filter bank. The weight of the interference is given by

\[ \langle g \rangle_{m,n}^{m_0,n_0} = -\mathbb{J}\langle g_{m,n} | g_{m_0,n_0} \rangle, \]  

(3)

where \( \langle g_{m,n} | g_{m_0,n_0} \rangle \) denotes an imaginary term for \( (m, n) \neq (m_0, n_0) \). The values of interference weights can be
calculated based on the prototype filter $g$, and thus, for all $m$, the interference weights are given by

$$
\begin{align*}
(-1)^m e & \quad 0 \quad -(-1)^m e, \\
(-1)^m \delta & \quad -\beta \quad (-1)^m \delta, \\
-(-1)^m \gamma d_{m,n} & \quad (-1)^m \gamma, \\
(-1)^m \delta & \quad \beta \quad (-1)^m \delta, \\
(-1)^m e & \quad 0 \quad -(-1)^m e.
\end{align*}
$$

Generally, $\beta, \gamma > \delta$. In simulation, $\gamma = 0.5004, \beta = 0.3183, \delta = 0.2501$, and $e = 0$ for the design of $g$.

Then, the received signal is given by

$$
r(t) = \sum_{k}^{K-1} s(t-k)g(t) + w(t),
$$

where $K$ is the number of channel taps, $w(t)$ is the additive white Gaussian noise (AWGN), and $g(t)$ is the time domain impulse response of the multipath channel. The channel can be described as

$$
h(t) = \sum_{k=0}^{K-1} a_k(t)\delta(t - \tau_k),
$$

where $a_k(t)$ denotes the complex amplitude of the $k$th path, $\delta(\cdot)$ is the Kronecker delta, and $\tau_k$ represents the delay of the $k$th path. It is assumed that it is a complex Gaussian process of wide-sensing stationary (WSS), and the channel paths are independent. Assuming that the length of channel impulse response is $L$, and the channel $h = [h_0, h_1, \ldots, h_{L-1}]^T$.

2.2. MIMO-FBMC System. For a $N_t \times N_c$ spatial multiplexing MIMO system, the baseband signal on the $n_{th}$ branch can be expressed as

$$
s^n(t) = \sum_{m=0}^{N_t-1} d^n_{m,n}g_{m,n}(t),
$$

where $n = [1, 2, \ldots, N_t]$ and $d^n_{m,n}$ is the real-valued FBMC/OQAM symbol on the $n_{th}$ transmit antenna conveyed by subcarrier $m$ during symbol time $n$. $N_t$ is the number of subcarriers, and

$$
g_{m,n}(t) = g(t - n\tau_0)e^{j2\pi mF_0 t}e^{j\phi_{m,n}},
$$

where $g(t)$ is a symmetric real-valued pulse filter, $F_0$ is the subcarrier spacing with $F_0 = 1/T_0 = 1/2\tau_0$, and $\phi_{m,n}$ is an additional phase term. $T_0$ is the OFDM symbol duration, and $\tau_0$ denotes the time offset between the real and imaginary parts of an FBMC/OQAM symbol.

The received signal can be expressed as

$$
r^n(t) = \sum_{m=0}^{N_t-1} \sum_{n=0}^{N_c-1} h^n_{m,n}(t) e^{j\phi_{m,n}}g_{m,n}(t) + \eta^n(t),
$$

with

$$
H^n_{m,n}(t) = \int_{0}^{t} h^n_{m,n}(t, \tau)e^{-j2\pi mf_{0}\tau}d\tau,
$$

where $h^n_{m,n}(t, \tau)$ denotes the channel impulse response; $n_r$ and $n_t$ denote the receive and transmit antennas, respectively; $\eta^n(t)$ is the channel noise; and $H^n_{m,n}(t)$ is the complex channel response at time $t$. We assume a slowly varying channel, so we omit $t$ for brevity giving $H^n_{m,n} = H^n_{m,n}(t)$.

3. CS-Based Channel Estimation

Classical CS theory indicated that a $K$-spare signal $h$ could be stably reestablished as

$$
y = \Phi h + w,
$$

with the precondition that $\Phi$ should meet the Restricted Isometry Property (RIP), $\Phi$ is a matrix with $M$ rows and $N$ columns, $M \ll N$, and $w$ is noise.

Equation (5) in matrix form can be expressed as

$$
R = XH + W,
$$

with $R = [r(0), r(1), \ldots, r(N-1)]^T$, $X = \text{diag}(x(0), x(1), \ldots, x(N-1))$, $W$ represents a $N \times N$ dimension noise matrix with zero mean and $\sigma^2$ variance, and $H = F_{NL}h$ is the channel frequency response, with $F_{NL}$ being an $L$-row discrete Fourier transform matrix, and $L$ denotes the channel length.

Let $P$ be the number of pilot signals and $\varphi$ the $P \times N$ pilot matrix with $\varphi = (e_1, e_2, \ldots, e_{P})$. For the $N_c$ subcarriers, $\varphi$ is used to select the position of the pilot, and $s_i(i = 1, 2, \ldots, P)$ represents the position of the $i_{th}$ pilot. Then, equation (12) can be written as follows:

$$
R_p = X_pF_p h + W_p,
$$

where $R_p$ denotes the LS estimation channel value, $R_p = \varphi R$, and $W_p = \varphi W$. $X_p$ denotes a diagonal matrix, with $X_p = \varphi \varphi^T$, and the diagonal elements are pilot values, $F_p = \varphi \varphi_{NL}$. Convert (13) to

$$
R_p = Fh + W_p,
$$

where $F = X_pF_p$, $R_p$ and $F$ are available during transmission, and $h$ represents the multipath channel impulse response. Then, the CS recovery algorithm can be used to recover $h$. 

Similarly, in MIMO systems, the CS method is also based on the above analysis. The received signal in (7) can be written as

$$R^n = X^n H^{n, \eta^n} + \eta^n,$$

where $H^{n, \eta^n}$ is the channel frequency response given by $H^{n, \eta^n} = F_N L \delta_{\eta^n}, \quad X^n = \text{diag}(x^n(0), x^n(1), \ldots, x^n(N-1)), \quad R^n = [r^n(1), r^n(2), \ldots, r^n(N-1)]^T$, $F_N$ is the $N \times L$ discrete Fourier transform matrix, and $\eta^n$ is an $L \times N$ noise matrix with zero mean and variance $\sigma^2$.

Letting $P$ be the number of pilot signals, equation (15) can be rewritten as

$$R^n_P = X^n_P F P H^{n, \eta_P^n} + \eta_P^n,$$

where $R^n_P$ is the received pilot signals, $R^n_P$ is the LS estimated channel, $\eta_P^n$ is a diagonal matrix with $X^n_P = \phi X^{\eta_P^n} \phi^T$, and the pilot values are $F_P = \phi F_N L$. Equation (16) can be expressed as

$$R^n_P = F h^{n, \eta_P^n} + \eta_P^n,$$

where $F = X^n P$, and $h^{n, \eta_P^n}$ is the channel impulse response. If $R^n_P$ and $F$ are available, then $h^{n, \eta_P^n}$ can be employed in the CS reconstruction algorithm.

Considering all receive antennas, equation (17) can be written as

$$R = X h + \eta,$$

where $X = I_N \otimes [\text{diag}(x^n F_N L), \text{diag}(x^n F_N L), \ldots, \text{diag}(x^n F_N L)]$, $R = [(R_1^n)^T (R_2^n)^T \cdots (R_N^n)^T]^T$, $\eta = [(\eta_1)^T (\eta_2)^T \cdots (\eta_N)^T]^T$, $h = \begin{bmatrix} h_{1,1} \\ h_{1,2} \\ \vdots \\ \vdots \\ h_{N,1} \\ h_{N,2} \end{bmatrix}$.

4. Proposed Bayesian Matching Pursuit Method

It is considered that $h$ is a Gaussian mixture process, the parametric vector $z$ is introduced to reflect the sparsity of $h$, and the position of nonzero elements is the same as that of $h$. $h[n]$ is defined as the $n$th element of vector $h$, and $z[n] \in \{0, 1\}$ is used to express whether $h[n]$ is a non-zero element, since $h[n]$ is a Gaussian process with a mean of 0 and a variance of $\sigma^2$:

$$h[n] | \{z[n] = q\} \sim \text{CN}(0, \sigma_q^2).$$

The vector form of equation (20) can be expressed as follows:

$$h | z \sim \text{CN}(0, R_{zz}),$$

with $R_{zz} = E\{zz^H\}$.

Using Bayesian rule,

$$p(y, h | z) = \frac{p(y | h, z) p(h | z)}{p(z)} = p(y | h) p(h | z) = p(y | h) p(h | z),$$

if $h$ is given, $z$ can be completely determined, then

$$p(y | h) = p(y | h, z) \Rightarrow \frac{p(y | z)}{p(z)},$$

where $\phi(z) \equiv \phi R_{zz} \phi^H + \sigma^2 I_M$.

According to the description of the above model, the selection of the support set for $h$ can be simplified to the selection of the support set for $z$. Using the Bayesian rule, the posterior probability could be written as

$$p(z | y) = \frac{p(y | z) p(z)}{\sum_{z'} p(y | z') p(z')}$$

where $\Lambda \in \{0, 1\}^L$, $p(z | y)$ can be obtained by solving $p(y | z) p(z)$; considering that $\Lambda$ has a relatively large value, it is still difficult to solve $p(y | z) p(z)$. If one can find a smaller set $\Lambda^*$ to approximate $\Lambda$, the amount of calculation could be reduced. In order to choose $\Lambda^*$, we first take the logarithm of $p(y | z) p(z)$,

$$v(z) \triangleq \ln p(y | z) p(z) = \ln p(y | z) + \ln \prod_{n=1}^{L} p(z_n)$$

$$= \ln p(y | z) + \ln \prod_{n=1}^{L} p(z_n) + (N - \|z\|_0) \ln (1 - p_1),$$

where $p(y | z) = - (L/2) \ln 2\pi - (1/2) \ln \text{det } (\phi(z)^{-1} y)$ and $v(z)$ is the selection criterion for $\Lambda^*$. Then, an effective way is taken to estimate $z$ by utilizing $v(z)$, and we call this method as the fast Bayesian matching pursuit (FBMP) [32].

More specifically, suppose $z_n$ means that the vector is the same as the vector $z$ except for the $n$th element, with $z_n[n] = 1, z[n] = 0$. Then, calculate the gain of $v(z_n)$, with $\Delta_n(z_n) = v(z_n) - v(z)$. According to (23), $\phi(0) = \sigma_n^2 I_M$.

Notice the initialization state of $z$ when $z = 0, v(0) = -(L/2) \ln 2\pi - M \ln \sigma_n - (1/2) \ln \|y\|_0^2 + L \ln (1 - p_1)$. In order to get the gain of $v(z_n)$, we first calculate

$$v(z_n) = \Phi R_{zzz} \Phi^H + \sigma_n^2 I_M = \Phi (R_{zz} + A) \Phi^H + \sigma_n^2 I_M$$

$$= \phi(z) + \sigma_n^2 \Phi \Phi^H,$$
where $A$ is an $L \times L$ matrix; it has zero elements except for $A[n, n]$, and $A[n, n] = \sigma_n^2$. $\Phi_n$ represents the $n$th column of matrix $\Phi$. Then, according to the principle of matrix transpose

$$
\Phi(z_n)^{-1} = \Phi(z)^{-1} - \Phi(z)^{-1} \Phi_n (\Phi_n^H \Phi(z)^{-1} \Phi_n + \sigma_n^2)^{-1} \Phi_n^H \Phi(z)^{-1}.
$$

(27)

Define that $b_n = \Phi(z)^{-1} \Phi_n$ and $\beta_n = 1 + \sigma_n^2 \Phi_n^H b_n$. Then, equation (27) can be rewritten as

$$
\Phi(z_n)^{-1} = \Phi(z)^{-1} - \beta_n b_n b_n^H.
$$

(28)

Through calculation, we can finally get that

$$
\Delta_n(z_n) = v(z_n) - v(z) = \frac{1}{2} \ln \left( \frac{\beta_n}{\sigma_n^2} \right) + \frac{1}{2} \beta_n |\gamma_n^H b_n|^2 + \ln \left( \frac{P_0}{1 - P_1} \right),
$$

(29)

where $\Delta_n(z_n)$ is the gain of $z$ after changing at the $n$th position.

According to the above method, the main support set $A^*$ can be found. The steps of the algorithm are shown below:

Initialization: $\Omega = \emptyset$, $z = 0$, $R_z = 0$, and $v(0)$. Use (23) to obtain $\Phi(z)$, and use (26) to initialize $b_n$, $n = 1, 2, \cdots, L$, and $\beta_n$.

First, starting with $z = 0$, use (29) to calculate $\Delta_n(z_n), n = 1 : L$, find the location element with the largest $v(z_n) = v(0) + \Delta_n(z_n), n = 1 : L$, and record it as $n^{(1)}$; add it to the set $\Omega = \Omega \cup \{n^{(1)}\}$, then update $\Psi = \{1, 2, \cdots, L\}/\Omega$.

Then, update $b_n$ and $\beta_n$ use (29) to calculate $\Delta_n(z_n), n = 1 : L$, find the location element with the largest $v(z_n) = v(z) + \Delta_n(z_n), n = 1 : L$, and record it as $n^{(2)}$.

Until the number of elements in the selection reaches $K$, set $K$ to be slightly greater than the expected position of nonzero elements, with $E(\|z\|) = LP_1$. Therefore, the probability that the actual sparsity is greater than the estimated sparsity $\widehat{K}$ is lower, and $P_0 = p(\|z\| > \widehat{K}) = (1/2) \text{erfc} \left( (\widehat{K} - LP_1) / \sqrt{2LP_1(1 - P_1)} \right)$. $\widehat{K}$ could be calculated as $\widehat{K} = \lfloor \text{erfc}^{-1}(2P_0) / \sqrt{2LP_1(1 - P_1)} + LP_1 \rfloor$.

In the proposed algorithm, by giving the value of $P_0$, use the above formula to calculate $\widehat{K}$, until the number of elements in $\Omega$ reaches $\widehat{K}$. By optimizing the number of loops, the iteration will be stopped until the requirements are met.

After estimating the parameter vector $z$, the estimated channel is given as

$$
\widehat{h} = \sum_{n} E\{h | y, z \} p(z | y),
$$

(30)

where $\{h | y, z \} = R_z \Phi(z_n)^{-1} y$. Figure 1 shows the flowchart of the proposed algorithm.

5. Simulation Results

In this section, we consider FBMC systems using $N = 512$ subcarriers. A square root-raised cosine filter is adopted for the pulse filter. The LS approach adopts the IAM preamble structure. The length of the channel is $L = 240$, the number of nonzero elements $K = 6$, $K$ is also expressed as sparsity, and set $P_0 = 0.01$. It is clearly that $P_1 = 0.025$. The number of iterations is 5. MSE and BER are used to evaluate the CE performance. Conventional LS, OMP, and regularized OMP (ROMP) methods are used to compare with the proposed method, where the OMP and ROMP are the two well-known CS recovery algorithms.

Figures 2 and 3 give the MSE and BER with five methods for a SISO-FBMC system. These results show that the proposed scheme outperforms the other four schemes in terms of both the MSE and BER. The CS-based approaches provide significant MSE performance improvement over the...
conventional LS method. Due to the change of iteration conditions, the proposed method is significantly better than the conventional FBMP method.

Figure 2 depicts the MSE performance curves for five channel estimation methods. The results show that our proposed algorithm exhibits a better MSE performance than the other four methods. The conventional FBMP method outperforms the LS method but is worse than the traditional CS method. The MSE performance for CE can be significantly improved by the proposed method.

In Figure 3, the BER performance curves for five channel estimation methods are given. It is obvious that the proposed method gives the best BER values among the five methods. More specifically, our proposed approach improves the BER performance of the OMP, ROMP, and FBMP by 0.5, 0.8, and 1.2 dB, respectively, when $BER = 10^{-1}$ is considered.
We also study the CE performance of a MIMO-FBMC system. Figures 4 and 5 give the MSE and BER of the five methods for a $2 \times 2$ MIMO system. Compared with the SISO system, the performance of all methods in the MIMO system is decreased. And these results also demonstrate that the proposed method outperforms the other four schemes in terms of both the MSE and BER in a MIMO case.

Figure 4 gives the MSE performance curves for five channel estimation methods in a MIMO case. Compared with the performance in Figure 2, the OMP method offers slightly better MSE values than the FBMP method in Figure 4. The error floor of the CS-based approaches is due to the inherent interference from the MIMO-FBMC system.

Figure 5 shows that the CS approach outperforms the conventional LS scheme in terms of the BER, and the proposed method provides the best performance. More specifically, the proposed approach improves the BER performance of the OMP, ROMP, and FBMP by 1.1,
2.6, and 3.6 dB, respectively, when BER = 10^{-1} is considered. The BER performance improvement of the proposed method in a MIMO system is better than that in a SISO system.

6. Conclusions

In this paper, we had studied the FBMP algorithm for channel estimation. A modified FBMP algorithm was proposed by optimizing the iterative termination conditions for FBMC sparse channel estimation. The proposed algorithm was compared with the LS, OMP, ROMP, and FBMP methods. The simulation results obtained showed that our proposed approach achieved better MSE and BER performance than LS and the other well-known CS-based approaches. However, the shortcoming is that the computational complexity of the proposed method is increased. In the future, low-complexity Bayesian sparse CE approach for FBMC systems will be studied.
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