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This paper considers power allocation in cellular networks over Rician fading channels. The goal is to improve the power consumption and energy efficiency as well as satisfy as many users as possible subject to user outage probability and normalized signal to interference plus noise ratio (SINR) constraints. The exact outage probability over Rician fading channels is determined using the moment-generating function (MGF). Further, upper and lower bounds on the outage probability are derived. These are used to characterize the relationship between outage probability and normalized SINR in Rician fading channels. Power allocation algorithms for power minimization and energy efficiency are proposed. Simulation results are presented to compare the performance of the proposed schemes with existing methods in terms of power consumption, throughput, energy efficiency, outage probability, and number of unsatisfied users.

1. Introduction

The Internet of things (IoT) is creating massive numbers of wireless connections among machines and devices resulting in significant demands on information and communication technology (ICT) and in particular wireless communication systems [1]. IoT applications include smart grids, intelligent vehicular networks, industrial automation, smart healthcare, and smart cities [2, 3]. There are many challenges to deploying IoT networks, one of which is the energy supply of IoT devices [4]. Many IoT devices are powered by batteries with limited energy [5], and it can be very costly or impractical to replace them regularly, especially when the devices are deployed in harsh environments or embedded in human bodies [6]. Thus, energy efficiency is important for IoT devices.

While communication traffic and the number of users have increased significantly, reducing the overall power consumption of the network is a key goal. The main reasons are to reduce energy consumption costs for operators and prolong battery life for users. A goal of 5G and beyond communication systems is better spectrum utilization and energy efficiency [7] to provide higher transmission rates and resource utilization compared to current systems [8, 9]. Thus, power allocation is considered in this paper to reduce system power consumption, increase efficiency, and satisfy as many users as possible.

Power allocation for energy efficiency in cellular networks has previously been investigated. Target signal to interference plus noise ratio (SINR) tracking power control (TTPC) was proposed in [10], and soft dropping power control (SDPC) was presented in [11]. With TTPC, the transmit power of each user is adjusted so that the SINR is maintained at or above a desired value. This power is an increasing function of the ratio of interference power to the channel gain experienced by the user. With SDPC, an increase in interference or a decrease in channel gain results in an increase in transmit power, so the target SINR is lowered. In [12], joint TTPC and SDPC power control (TSPC) schemes were proposed. With TSPC, two power control strategies are used.
The first considers user target SINRs while minimizing the total transmit power while the second adjusts the target SINR according to the transmit power.

Game theoretic approaches to maximize the energy efficiency were employed for distributed power control in [13–16]. The energy efficiency is expressed as a utility function which is the ratio of user throughput, defined as the number of information bits received with no error in a unit time, to transmit power. In [15], an efficient target SINR-oriented power control (TOPC) strategy was proposed. The user quality of service (QoS) is represented by the target SINRs, and the energy efficiency is given by a utility function. An energy-efficient power control game was formulated in [16] based on a pricing scheme, and a Pareto optimal solution was obtained. In [17], a prioritized and selective power allocation scheme was proposed. The goal is to satisfy all priority users and as many remaining users as possible. In [18], power allocation algorithms to minimize power consumption and outage probability were proposed assuming Rayleigh fading channels. Power allocation to maximize throughput and energy efficiency with an outage probability constraint was considered in [19].

With most power allocation schemes, only the channel path loss is considered, and the interference is assumed to be Gaussian distributed. The Rician distribution is commonly used to model fading when the wireless link between users has a line of sight (direct path) component and a diffused (Rayleigh) component [20, 21]. Obstacles, particularly in dense urban environments, can cause shadowing which affects the performance of a power allocation scheme [22, 23]. A log normal distribution is commonly used to model shadowing and so is employed here.

The relationship between outage probability and normalized SINR over Rician fading channels is considered in this paper. The outage probability is the probability that the user SINR falls below a target SINR. The target SINR is satisfied by allocating power so that users with an outage probability greater than a threshold are removed. The proposed method can be interpreted as an efficient approach to adjusting user transmit power levels.

The contributions of this paper are given below.

1. Expressions for the outage probability over Rician fading channels are derived. Upper and lower bounds on the outage probability are obtained and shown to be tight. Unlike previous approaches, the outage probability is derived using the moment-generating function (MGF).

2. A power allocation problem to minimize the power consumption with an outage probability threshold and SINR target is proposed. This threshold is determined so that users are satisfied with their target SINRs and the problem is solved iteratively.

3. A power allocation problem to improve the energy efficiency with a target SINR constraint is proposed. This is a fractional programming problem and so is converted into a quadratic form using a parametric transformation.

4. Two new power allocation schemes are presented which are shown to outperform existing schemes in terms of the number of satisfied users with the first scheme and power consumption and energy efficiency with the second scheme.

The remainder of this paper is organized as follows. The channel model is given in Section 2 and expressions for the outage probability and energy efficiency are presented. The power allocation problems considering normalized SINR and outage probability are given in Section 3. The performance of the proposed approaches is evaluated in Section 4, and finally, some concluding remarks are given in Section 5.

2. System Model

Radio channels have a significant impact on the performance of wireless communication systems and are affected by factors such as path loss, shadowing, and fading. Path loss characterizes the power decay due to the transmission distance, and shadowing represents the power absorption by obstacles. Consider a single cell with \( n \) users and one base station (BS) located at the center as shown in Figure 1. The BS is equipped with a single antenna, and users are randomly distributed in the geographic area of the cell. Users share the same resources, so there is mutual interference due to concurrent transmissions.

Let the transmit power of user \( i \) be \( p_i \). Considering path loss and log normal shadowing, the channel gain can be written as [24–26]

\[
\hat{h}_{ii} = \bar{g} d_{ii}^{-\alpha} 10^{\Xi/10},
\]

where \( \bar{g} = 0.97 \) is a constant, \( d_{ii} \) is the distance between user \( i \) and the BS, \( \alpha \) is the path loss exponent, and \( \Xi \) is a Gaussian random variable which represents the shadowing. A number of values for \( \alpha \) have been proposed for different propagation environments, e.g., for urban environments \( \alpha = 4 \) is often used.

The average received power for user \( i \) is given by [27, 28]

\[
\hat{P}_i = E[h_{ii} u_{ii} P_i] = \hat{h}_{ii} \bar{P}_i,
\]

where \( u_{ii} \) denotes the fading component for user \( i \) which is assumed to be a Rician distributed random variable with unit mean (\( u_{ii} = 1 \)) and \( E[\cdot] \) denotes expectation. The probability density function (pdf) of \( u_{ii} \) is given by [29]

\[
f(u) = \begin{cases} \frac{(1+K)}{u} \exp \left( -K - \frac{(1+K)u}{\bar{u}} \right) I_0 \left( 2 \sqrt{\frac{K(K+1)u}{\bar{u}}} \right), & \text{if } u \geq 0, \\
0, & \text{if } u < 0, \end{cases}
\]

The outage probability is derived using the moment-generating function.

The performance of the proposed approaches is evaluated in Section 4, and finally, some concluding remarks are given in Section 5.
\[ \bar{u} = E[u_i], I_0(\cdot) \] is the modified Bessel function of the first kind with order zero, and \( K \geq 0 \) is the Rician fading parameter.

### 2.1. Throughput and Energy Efficiency

The SINR of user \( i \) is given by

\[ \gamma_i = \frac{h_{ii}u_i p_i}{\sum_{j \neq i} h_{ij}u_j p_j + \sigma_i^2}, \tag{4} \]

where \( \sigma_i^2 \) denotes the additive white Gaussian noise (AWGN) at user \( i \) and \( u_i \) and \( h_{ij} \) are the associated Rician fading component and channel gain of the interference from user \( j \) to user \( i \), respectively.

The average SINR of user \( i \) considering the interference from other users and noise is given by

\[ \bar{\gamma}_i = \frac{E[h_{ii}u_i p_i]}{E[\sum_{j \neq i} h_{ij}u_j p_j + \sigma_i^2]} = \frac{h_{ii} p_i}{\sum_{j \neq i} h_{ij} p_j + \sigma_i^2}. \tag{5} \]

The normalized SINR of user \( i \) is defined as

\[ \bar{\Gamma}_i = \frac{\bar{\gamma}_i}{\bar{\gamma}_i} = \frac{\frac{h_{ii} p_i}{\sum_{j \neq i} h_{ij} p_j + \sigma_i^2}}{\bar{\gamma}_i \left( \sum_{j \neq i} h_{ij} p_j + \sigma_i^2 \right)} \]

\[ = \frac{\frac{h_{ii} p_i}{\sum_{j \neq i} (h_{ij}/h_{ii}) p_j + (\sigma_i^2/h_{ii})}}{\bar{\gamma}_i \left( \sum_{j \neq i} H_{ij} p_j + \bar{\sigma}_i \right)} \tag{6} \]

where \( \bar{\gamma}_i \) is the target SINR, \( H_{ij} = h_{ij}/h_{ii} \), and \( \bar{\sigma}_i = \sigma_i^2/h_{ii} \). The corresponding throughput can be approximated as

\[ R_i = \log (1 + \bar{\Gamma}_i). \tag{7} \]

The power consumption of user \( i \) can be expressed as \([30, 31]\)

\[ P_i = \zeta p_i + p_{ic}, \tag{8} \]

where \( \zeta \) denotes the reciprocal of the drain efficiency of the power amplifier, \( \zeta \geq 0 \), and \( p_{ic} \) is the static part of the circuit
power consumption that is independent of the radiated power and is due to functions such as signal processing. The energy efficiency of user \( i \) can be expressed as

\[
Q_i = \frac{R_i}{P_i},
\]

so the system energy efficiency is

\[
q = \sum_{i=1}^{n} Q_i = \sum_{i=1}^{n} \frac{R_i}{P_i}.
\]

### 2.2. Outage Probability

The outage probability is defined as the probability that the target SINR for a user is not achieved which for user \( i \) can be expressed as

\[
O_i = \mathbb{P}(\gamma_i \leq \hat{\gamma}_i) = \mathbb{P}\left(\sum_{j \neq i} h_{ij} u_j p_j + \sigma_i^2 \leq \hat{\gamma}_i \left(\sum_{j \neq i} h_{ij} u_j p_j + \sigma_i^2\right)\right).
\]

(11)

The outage probability considering the worst case channel for a user \( K = 0 \) [32, 33] can be written as [34–36]

\[O_i = 1 - \exp \left(-\frac{\Lambda_i}{P_i} \prod_{j=1,j\neq i}^{n} \phi \left(\frac{\gamma_i}{p_j} \right)\right),\]

(12)

where \( \Lambda_i = \sigma_i^2 \hat{\gamma}_i \), \( \hat{P}_i \) is the mean of the received power, and \( \phi(\cdot) \) is the moment-generating function (MGF) of the interference to user \( i \).

The MGF of the Rician distributed interference from user \( j \) to user \( i \) is

\[
\phi_j \left(\frac{\gamma_i}{p_j} \right) = \int_{-\infty}^{\infty} \exp \left(-\frac{\gamma_i}{p_j} f(j) dp_j\right) = \int_{0}^{\infty} \exp \left(-\frac{\gamma_i}{p_j}\left(1 + \frac{1}{\gamma_i/p_j} \right) \exp \left(-K \frac{(1+1/p_j)}{p_j}\right) I_0 \left(2\sqrt{(K+1/p_j)}\right) dp_j
\]

\[
= \frac{1 + \frac{1}{\gamma_i/p_j}}{1 + \frac{1}{1 + \frac{1}{1 + \frac{1}{\gamma_i/p_j}}}} \exp \left(-K \frac{(1+1/p_j)}{p_j}\right),
\]

(13)

where \( \hat{p}_j \) is the mean of the interference to user \( i \). From (12) and (13), the outage probability is

\[
O_i = 1 - \exp \left(-\frac{\Lambda_i}{P_i} \prod_{j=1,j\neq i}^{n} \left(1 + \frac{1}{\gamma_i/p_j}\right) \exp \left(-K \frac{(1+1/p_j)}{p_j}\right) \right).
\]

(14)

### 3. Problem Formulation

In this section, upper and lower bounds on the outage probability over Rician fading channels are derived. Then, a power allocation problem to minimize power consumption with outage probability and normalized SINR constraints is proposed, as well as a power allocation problem to maximize energy efficiency subject to a normalized SINR constraint.

#### 3.1. Upper and Lower Bounds on the Outage Probability

Consider the following inequalities [37–39]

\[
e^a \prod_{i=1}^{n} (1 + x_i) \geq 1 + a + \sum_{i=1}^{n} x_i,
\]

(15a)

\[
\sum_{i=1}^{n} \frac{x_i}{y_i} \geq \frac{\sum_{i=1}^{n} x_i}{\sum_{i=1}^{n} y_i},
\]

(15b)

\[
\frac{z}{w} \geq \frac{z-b}{w-b},
\]

(15c)

where \( x_1, x_2, \ldots, x_n \geq 0, y_1, y_2, \ldots, y_n \geq 0, a, b, n \geq 0 \), and \( z \) and \( w \) are variables with \( z < w \). Using these inequalities, a lower bound on the outage probability for user \( i \) is obtained as

\[
O_i \geq 1 - (1 + K)^n \left[\exp (K) \left(1 + nK + \frac{1}{K} \right)\right]^{-1}.
\]

(16)

The derivations are given in the appendix.

The outage probability in (14) can be rewritten as

\[
O_i = 1 - \exp \left(-\frac{\sigma_i^2 \hat{\gamma}_i}{P_i} \right)^n \prod_{j=1,j\neq i}^{n} \left(1 + \frac{\gamma_i}{h_{ij} p_j}\right)^{-1} \cdot \left[\exp \left(\frac{\gamma_i}{h_{ij} p_j}\right)^n \prod_{j=1,j\neq i}^{n} \left(1 + \frac{\gamma_i}{h_{ij} p_j}\right)^{-1}\right]^{-1}.
\]

(17)
Using (17) and the following inequalities [40, 41]

\[
\frac{y}{a + y} \leq \frac{y + b}{a + y}, \tag{18a}
\]

\[
\frac{y}{1 + y} \leq \ln (1 + y), \tag{18b}
\]

\[
e^a \prod_{i=1}^{n} (1 + x_i) \leq e^a \prod_{i=1}^{n} (1 + x_i), \tag{18c}
\]

the upper bound on the outage probability is obtained as follows

\[
O_i \leq 1 - \exp \left( -K \frac{\gamma_i}{\bar{P}_i} \right) (1 + K)^n \left[ \exp \left( nK + \frac{1}{\bar{P}_i} \right) \right]^{-1+(1+K)}.
\tag{19}
\]

The derivation is given in the appendix.

3.2 Power Allocation with Outage Probability and Normalized SINR Constraints. The power consumption problem subject to outage probability, normalized SINR, and transmit power constraints can be formulated as

\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{n} P_i \\
\text{subject to} & \quad p_{\min} \leq P_i \leq p_{\max} \\
& \quad 1 - \exp \left( -\sum_{i,j \neq i}^{n} \frac{\Lambda_{ij}}{h_{ii}P_i} \prod_{j \neq i}^{n} \left( 1 + K + \frac{\gamma_{ij}/h_{ii}P_i}{h_{ij}/h_{ii}P_i} \right) \exp \left( \frac{-K(\gamma_i/h_{ii}P_i)h_{ij}P_j}{1 + K + (\gamma_i/h_{ii}P_i)h_{ij}P_j} \right) \right) \leq O_{th}, \\
& \quad \tilde{\Gamma}_i \geq 1,
\end{align*}
\tag{20}
\]

where $O_{th}$ is the outage probability threshold and $\tilde{\Gamma}_i = \gamma_i / \bar{\gamma}_i$. This is equivalent to

\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{n} P_i \\
\text{subject to} & \quad p_{\min} \leq P_i \leq p_{\max} \\
& \quad \frac{\gamma_i}{\bar{\gamma}_i} \leq 1 \\
& \quad \frac{\gamma_i}{\bar{\gamma}_i} \leq 1 \\
& \quad \frac{\gamma_i}{\bar{\gamma}_i} \leq 1,
\end{align*}
\tag{21}
\]

This is a geometric programming optimization problem with variables $p_1, p_2, \ldots, p_n$. Therefore, it can be solved using the interior point algorithm with convex optimization (CVX) geometry programming (GP) [42, 43]. Using the upper bound in (19) with the last constraint in (20) gives

\[
1 - \exp \left( -\sum_{i,j \neq i}^{n} \frac{\Lambda_{ij}}{h_{ii}P_i} \prod_{j \neq i}^{n} \left( 1 + K + \frac{\gamma_{ij}/h_{ii}P_i}{h_{ij}/h_{ii}P_i} \right) \exp \left( \frac{-K(\gamma_i/h_{ii}P_i)h_{ij}P_j}{1 + K + (\gamma_i/h_{ii}P_i)h_{ij}P_j} \right) \right) \leq O_{th}.
\tag{22}
\]
This constraint is satisfied when the upper bound is less than $O_{th}$

$$1 - \exp \left( -K \frac{\bar{\gamma}_i}{P_i} \right) (1 + K)^n \left[ \exp \left( nK + \frac{1}{\Gamma_i} \right) \right] \leq O_{th}.$$  

(23)

After some manipulation, the minimum transmit power that reduces the outage probability to at or below the threshold can be written as

$$P_i \geq \frac{\bar{\gamma}_i \left( K \bar{\sigma}_i + (1 + K) \left( \sum_{j \neq i} H_{ij}P_j + \bar{\sigma}_i \right) \right)}{\ln \left( \left( 1 + K \right)^n / (1 - O_{th}) \right) - (1 + K)nK}.$$  

(24)

The power allocation problem then becomes

$$\text{minimize} \quad \sum_{i=1}^{n} p_i$$

subject to

$$\max \left\{ \frac{\bar{\gamma}_i \left( K \bar{\sigma}_i + (1 + K) \left( \sum_{j \neq i} H_{ij}P_j + \bar{\sigma}_i \right) \right)}{\ln \left( \left( 1 + K \right)^n / (1 - O_{th}) \right) - (1 + K)nK}, \exp \left( \bar{\gamma}_i(t) - \bar{\gamma}_i \right) p_i(t), p_{min} \right\} \leq p_i \leq p_{max}$$

(25)

This can be solved using the following power update function

$$p_i(t + 1) = \min \left\{ \max \left\{ \frac{\bar{\gamma}_i \left( K \bar{\sigma}_i + (1 + K) \left( \sum_{j \neq i} H_{ij}P_j(t) + \bar{\sigma}_i \right) \right)}{\ln \left( \left( 1 + K \right)^n / (1 - O_{th}) \right) - (1 + K)nK}, \exp \left( \bar{\gamma}_i(t) - \bar{\gamma}_i \right) p_i(t), p_{min} \right\}, p_{max} \right\}.$$  

(26)

which is equivalent to

$$\text{maximize} \quad \sum_{i=1}^{n} Q_i = \sum_{i=1}^{n} \frac{R_i}{P_i}$$

subject to

$$\frac{p_{min}}{p_i} \leq 1$$

$$\frac{p_i}{p_{max}} \leq 1$$

$$\frac{\bar{\gamma}_i}{\bar{\gamma}_i} \leq 1.$$  

(29)

3.3. Distributed Power Allocation for Energy Efficiency with a Normalized SINR Constraint. The energy efficiency problem subject to normalized SINR and transmit power constraints is now presented. This problem can be formulated as

$$\text{maximize} \quad \sum_{i=1}^{n} Q_i \equiv \sum_{i=1}^{n} \frac{R_i}{P_i}$$

subject to

$$\frac{p_{min}}{p_i} \leq p_i \leq \frac{p_{max}}{p_i}$$

$$\Gamma_i \geq 1,$$  

(28)

The transmit power is increased if the outage probability is less than the threshold and decreased if greater than the threshold. Thus, if the outage probability of user $i$ is more than $O_{th}$, $\kappa$ is reduced resulting in a lower transmit power. The proposed power control algorithm to solve (20) based on (26) and (27) is given in Algorithm 1. The power allocation problem (20) is a concave function, but the transformed problem (25) which optimizes $p_i$ in (26) is a convex function. This problem can be solved iteratively to obtain the globally optimum solution of (20). Therefore, the number of iterations can be used as a measure of the complexity.
Step 1. Initialize the iteration index \( t = 1 \). User \( i \) obtains the outage probability threshold \( O_i \) from the BS, determines the average SINR \( \gamma_i \), and sets the target SINR \( \tilde{\gamma}_i \).

Step 2. Users update their transmit power using
\[
p_i(t+1) = \min \left\{ \max \left\{ \kappa_i \left( \gamma_i / K \sigma_i + (1 + K) \left( \sum_{j \neq i} H_{ij} p_j(t) + \sigma_i \right) \right) / \ln \left[ (1 + K)^{\eta} / \left( (1 - O_i) - (1 + K) nK \right) \right], \frac{P_{\text{max}}}{P_i} \right\}, \right\}
\]
for \( i = 1, 2, \ldots, n \).

Step 3. Terminate when
\[\max_i |p_i(t+1) - p_i(t)| \leq \epsilon,\]
otherwise, go to Step 2.

Algorithm 1: Power allocation algorithm with outage probability and normalized SINR constraints.

Since \( R_i \geq 0 \) and \( P_i \geq 0 \), maximizing \( \sum_{i=1}^{n} Q_i = \sum_{i=1}^{n} (R_i / P_i) \) is equivalent to maximizing \( \sum_{i=1}^{n} V_i^2 = \sum_{i=1}^{n} (R_i^2 / 4P_i^2) \).

The power allocation problem (28) can be rewritten as

\[
\text{maximize} \quad \sum_{i=1}^{n} V_i = \sum_{i=1}^{n} \left( \frac{R_i}{\gamma_i} - \frac{p_i^2}{\gamma_i} \right) \\
\text{subject to} \quad \frac{P_{\text{min}}}{P_i} \leq 1, \quad \frac{P_i}{P_{\text{max}}} \leq 1, \quad \gamma_i \geq \tilde{\gamma}_i.
\]

The system throughput \( R_i \) is given by

\[
R_i = \log \left[ 1 + \frac{P_i}{\gamma_i} \right] = \log \left[ 1 + \frac{\gamma_i}{P_i} \left( \frac{\gamma_i}{\gamma_i} \right) \right].
\]

Let

\[
\Omega_i = 1 + \frac{P_i}{\gamma_i} \left( \sum_{j \neq i} H_{ij} p_j + \sigma_i \right) = \frac{\gamma_i}{\gamma_i} \left( \sum_{j \neq i} H_{ij} p_j + \sigma_i \right) + P_i.
\]

Substituting (8) and \( R_i = \log \left( \Omega_i \right) \) in (31) gives

\[
v_i = \frac{R_i}{2P_i^2} = -\log \left( \Omega_i \right) / \left( \kappa_i / \gamma_i P_i + P_i \right).
\]

A subtractive form of \( R_i \) can be obtained using \( \Omega_i \) as follows

\[
R_i = \log \left( \Omega_i \right) + 1 + \frac{P_i}{\gamma_i} \left( \sum_{j \neq i} H_{ij} p_j + \sigma_i \right) + p_i
\]

where \( l_i \) is an additional variable. This variable can be determined by taking the derivative of \( R_i \) with respect to \( l_i \) and setting \( \partial R_i / \partial l_i \) to 0 which gives

\[
l_i = \frac{\sqrt{P_i \Omega_i}}{2 \left[ P_i + \gamma_i \left( \sum_{j \neq i} H_{ij} p_j + \sigma_i \right) \right]}.
\]

Using (8) and (37), the power allocation problem (33) can be reformulated as

\[
\text{maximize} \quad \sum_{i=1}^{n} V_i = \sum_{i=1}^{n} v_i \left[ \log \left( \Omega_i \right) + 1 + l_i \sqrt{P_i \Omega_i - l_i^2 \left[ P_i + \gamma_i \left( \sum_{j \neq i} H_{ij} p_j + \sigma_i \right) \right]} \right] - \sum_{i=1}^{n} v_i^2 \left( \kappa_i / \gamma_i P_i + P_i \right)^2
\]

subject to

\[
\frac{P_{\text{min}}}{P_i} \leq 1, \quad \frac{P_i}{P_{\text{max}}} \leq 1, \quad \tilde{\gamma}_i \geq \tilde{\gamma}_i.
\]
Step 1. Initialize the iteration index \( t = 1 \). User \( i \) determines the average SINR \( \gamma_i \) and sets the target SINR \( \gamma_i^* \).

Step 2. User \( i \) determines \( \Omega_i(t) \) using (35) and (6)
\[
\Omega_i(t) = 1 + \left( \frac{p_i(t)}{\gamma_i} \sum_{j \neq i} H_{ij} p_j(t) + \sigma_i \right) = 1 + \left( \gamma_i(t) / \gamma_i \right), \quad i = 1, 2, \ldots, n.
\]

Step 3. User \( i \) determines \( v_i(t) \) using (36)
\[
v_i(t) = \log \left( \Omega_i(t)/2(\zeta p_i(t) + p_{\max}) \right)^2, \quad i = 1, 2, \ldots, n.
\]

Step 4. User \( i \) determines \( l_i(t) \) using (38) and (6)
\[
l_i(t) = \sqrt{p_i(t) \Omega_i(t)} / 2 \left[ \left( \gamma_i + \sum_{j \neq i} H_{ij} p_j(t) + \sigma_j \right) \right] = \sqrt{p_i(t) \Omega_i(t)} / 2 \left[ 1 + \left( \gamma_i(t) / \gamma_i \right) \right], \quad i = 1, 2, \ldots, n.
\]

Step 5. User \( i \) updates the transmit power using (40) and (41)
\[
p_i(t + 1) = \min \left\{ \max \left\{ l_i(t) \Omega_i(t) / 2 v_i(t) \zeta + l_i(t)^2 \left( 1 + \gamma_i \sum_{j \neq i} H_{ij} \right) \right\}, \left( \gamma_i \sum_{j \neq i} H_{ij} p_j(t) + \sigma_j \right) \gamma_i \right\}, \quad \min \{ p_{\min}, p_{\max} \}, \quad i = 1, 2, \ldots, n.
\]

Step 6. Terminate if
\[
\max_i \left| p_i(t + 1) - p_i(t) \right| \leq \epsilon,
\]
otherwise, go to Step 2.

Algorithm 2: Distributed power allocation for energy efficiency with a normalized SINR constraint.

Figure 2: Upper and lower bounds on the outage probability with different numbers of users.
Taking the derivative of $V_i$ with respect to $p_i$ and setting $\frac{\partial V_i}{\partial p_i}$ to 0 gives

$$p_i = \frac{l_i \Omega_i}{2[v_i \zeta + l_i^2(1 + \bar{y}_i \sum_{j \neq i} H_{ij})]}.$$ \hspace{1cm} (40)

The minimum transmit power to attain the target SINR is obtained from the last constraint in (37) as

$$p_i \geq \left( \sum_{j \neq i} H_{ij} p_j + \bar{\sigma}_i \right) \bar{y}_i.$$ \hspace{1cm} (41)

The proposed distributed power control algorithm to solve (39) based on (35), (36), (38), (40), and (41) is given in Algorithm 2. Since (39) is a maximization problem, $\Omega_i$ in (35), $v_i$ in (36), and $l_i$ in (38) increase or at least do not decrease each iteration. Therefore, Algorithm 2 will converge by alternatively updating $\Omega_i$, $v_i$, and $l_i$ and then solving for $p_i$ in (40). In particular, the power allocation problem (29) is a concave fractional programming problem, but the transformed problem (39) which optimizes $p_i$ in (40) for fixed $\Omega_i$, $v_i$, and $l_i$ is convex. Thus, it can be solved iteratively to obtain the globally optimum solution of (29).

4. Numerical Results

In this section, the performance of the proposed power allocation schemes is evaluated using Monte Carlo simulation for different numbers of users and values of $K$. The path loss exponent in (1) is set to $\alpha = 4$ which corresponds to typical urban and suburban environments [44–46]. The stopping criterion for the algorithms is set to $\varepsilon = 10^{-20}$. The noise power is $\sigma^2 = 0.01$ W, the initial power level for all users is set to 0.01 W, and the maximum transmit power is $p_{\text{max}} = 2$ W. The drain efficiency of the power amplifier is $\zeta = 0.38$.
[47], and the static circuit power consumption is $p_{sc} = 0.01$ W [48].

The performance of the proposed power allocation schemes is compared with that of the target SINR tracking power control (TTPC), soft dropping power control (SDPC), and joint TTPC and SDPC power control (TSPC) schemes.

Power consumption, throughput, energy efficiency, outage probability, and number of unsatisfied users are the comparison criteria. The users are uniformly distributed in the geographic areas of the cells. In the first and second scenarios, there is a femtocell with 4 and 8 users, respectively. The BS is located at the center of a square geographic area with
dimensions 15 m × 15 m. In the third and fourth scenarios, there is a picocell with 16 and 32 users, respectively. The BS is located at the center of a square geographic area with dimensions 200 m × 200 m. In the fifth scenario, there is a macrocell with 64 users. The BS is located at the center of a square geographic area with dimensions 1000 m × 1000 m. The target SINRs were chosen randomly in the range 0,10,8 dB. The results are obtained for 1000 trials for each number of users with the user locations changed each trial.

Figure 2 presents the exact outage probability from (14) and the corresponding lower bound from (16) and upper bound from (19) with 8, 16, 32, and 64 users versus the target SINR for K = 50. This shows that the upper and lower bounds are tight. The maximum approximation error using the lower bound is 0.42%, and the maximum error using the upper bound is 0.04%, which is slightly better than the lower bound. These were obtained with 64 users and an SINR of 30 dB. Therefore, these bounds are suitable to estimate the outage probability in cellular networks. The exact outage probability for 8 users varies from 0.01% to 0.24%, for 16 users from 0.02% to 0.37%, for 32 users from 0.03% to 0.58%, and for 64 users from 0.07% to 0.88%. As expected, the outage probability is higher when the user density is higher.

Figure 3 presents the exact outage probability and the corresponding upper and lower bounds for different values of K versus the target SINR. This shows that the upper bound is a better approximation than the lower bound. The maximum approximation errors using the lower bound for K = 0.1, 1, 10, and 100 are 0.11%, 0.28%, 0.59%, and 0.89%, respectively, while the corresponding errors using the upper bound for K = 0.1, 1, 10, and 100 are 0.15%, 0.26%, 0.05%, and 0.06%, respectively. Note that the outage probability increases with K as the interference is greater.

Figure 4 presents the average power for the TTPC, TSPC, SDPC, and proposed power allocation schemes for the five scenarios. This shows that the second proposed scheme has the lowest average power. In the first scenario, the average power for this scheme is 0.15 W. This is followed by SDPC, TSPC, and the first proposed scheme with average power 0.37 W, 0.41 W, and 0.44 W, respectively. The performance of TTPC is the worst with an average power of 0.74 W. In the second and third scenarios, the average power with the second proposed scheme is less than 0.14 W, which is much better than TTPC, SDPC, TSPC, and the first proposed scheme. The average power for TTPC is the highest with 1.21 W for the second scenario and 1.30 W for the third scenario. The average power for the second proposed scheme is 0.08 W for the fourth scenario and 0.06 W for the fifth scenario, which are the lowest. This is followed by TSPC, SDPC, TTPC, and the first proposed scheme.

Figure 5 presents the average throughput from (7) for the TTPC, TSPC, SDPC, and proposed power allocation schemes for the five scenarios. This shows that the average throughput increases from scenario 1 to scenario 5. The average throughput for SDPC is slightly higher than the others in the first four scenarios. For scenario 5, the average throughput for TSPC is 45.9 Mbps, which is the highest. This is followed closely by SDPC with an average throughput of 44.6 Mbps and then the second proposed scheme with 38.6 Mbps. The average throughput for TTPC and the first proposed scheme is 36.2 Mbps and 36.8 Mbps, respectively.

Figure 6 presents the average energy efficiency from (10) for the TTPC, TSPC, SDPC, and proposed power allocation schemes for the five scenarios. This shows that the second proposed scheme provides the highest energy efficiency. The average energy efficiency is 18.7 Mbps/W for the first
scenario, 33.2 Mbps/W for the second scenario, 62.1 Mbps/W for the third scenario, 233.0 Mbps/W for the fourth scenario, and 672.6 Mbps/W for the fifth scenario. This is followed by TSPC and then SDPC. TTPC and the first proposed scheme have the lowest energy efficiency. Figure 7 presents the average outage probability for the TTPC, TSPC, SDPC, and proposed power allocation schemes for the five scenarios. This shows that the average outage probability for all five schemes is quite similar. Figure 8 presents the average number of unsatisfied users...
for the TTPC, TSPC, SDPC, and proposed power allocation schemes for the five scenarios. The average number of unsatisfied users is the lowest with the first proposed scheme, followed by the second proposed scheme, TTPC, and TSPC. The average number of unsatisfied users for SDPC is 2, 3, 4, 13, and 26, which is the highest for all scenarios.

All of the algorithms considered are iterative, so the number of iterations is used as a measure of complexity. In all cases, four iterations were required for convergence so the algorithms have similar complexity. From the results obtained, TTPC provides the lowest average energy efficiency and this decreases as the number of users increases. This is because the goal of TTPC is to maximize the transmit power according to the channel conditions. TSPC and SDPC have the highest number of unsatisfied users since the goal of TSPC and SDPC is to maximize the throughput. Thus, users increase their transmit powers which cause more users to not be satisfied with their target SINRs. Algorithm 1 results in fewer unsatisfied users because the power update function incorporates both the normalized SINR and outage probability. Algorithm 2 provides good energy efficiency because the power update function incorporates both the channel conditions and throughput over power ratio.

5. Conclusion

In this paper, two power allocation schemes for throughput and energy efficiency in cellular networks were proposed. The goal is to reduce the power consumption and improve the energy efficiency while ensuring the user outage probability is below a threshold. Performance results were presented which show that the proposed schemes provide a higher energy efficiency than the target SINR tracking power control (TTPC), soft dropping power control (SDPC), and joint TTPC and SDPC power control (TSPC) schemes. The first proposed scheme had the lowest number of unsatisfied users for all scenarios, followed by the second proposed scheme and TTPC for all scenarios except scenario 2. The second proposed scheme had the highest average power and energy efficiency for all scenarios. The first proposed scheme and TTPC required the highest average power and so have the lowest energy efficiency. The average outage probability and throughput were similar for all five schemes.

Appendix

Derivation of (16) and (19)

A lower bound on the outage probability in (16) for user $i$ is obtained as follows.

\[
O_i = 1 - \exp \left( -\frac{\lambda_i}{h_{ip_j}} \prod_{j=1}^{nK} \frac{1}{1 + K + (\gamma(\overline{h}_{ip_j})h_{ip_j})} \exp \left( -\frac{K(\overline{\gamma}(\overline{h}_{ip_j})h_{ip_j})}{1 + K + (\gamma(\overline{h}_{ip_j})h_{ip_j})} \right) \right)
\]

\[\geq 1 - (1 + K)^n \left[ 1 + \frac{\tilde{\alpha} \gamma_{ip_j}}{P_i} + \sum_{j=1}^{nK} \frac{K + \gamma_{ip_j} H_{ip_j}}{P_i} \right]^{-1} \exp \left( -\sum_{j=1}^{nK} \frac{K(\overline{\gamma}(\overline{h}_{ip_j})h_{ip_j})}{1 + K + (\gamma(\overline{h}_{ip_j})h_{ip_j})} \right)
\]

\[= 1 - (1 + K)^n \left[ 1 + \frac{\tilde{\alpha} \gamma_{ip_j}}{P_i} + nK + \sum_{j=1}^{nK} \frac{\gamma_{ip_j} H_{ip_j}}{P_i} \right]^{-1} \exp \left( -\sum_{j=1}^{nK} \frac{K(\overline{\gamma}(\overline{h}_{ip_j})h_{ip_j})}{1 + K + (\gamma(\overline{h}_{ip_j})h_{ip_j})} \right)
\]

\[= 1 - (1 + K)^n \left[ 1 + \frac{\tilde{\alpha} \gamma_{ip_j}}{P_i} + nK + \sum_{j=1}^{nK} \frac{\gamma_{ip_j} H_{ip_j}}{P_i} \right]^{-1} \exp \left( -\frac{K(\sum_{j=1}^{nK} (\overline{\gamma}(\overline{h}_{ip_j})h_{ip_j}) - nK)}{n + K + n + \sum_{j=1}^{nK} (\overline{\gamma}(\overline{h}_{ip_j})h_{ip_j})} \right)
\]

\[= 1 - (1 + K)^n \left[ 1 + \frac{\tilde{\alpha} \gamma_{ip_j}}{P_i} + nK + \sum_{j=1}^{nK} \frac{\gamma_{ip_j} H_{ip_j}}{P_i} \right]^{-1} \exp \left( -\frac{K(\sum_{j=1}^{nK} (\overline{\gamma}(\overline{h}_{ip_j})h_{ip_j}) + n)}{n + \sum_{j=1}^{nK} (\overline{\gamma}(\overline{h}_{ip_j})h_{ip_j})} \right)
\]

\[= 1 - (1 + K)^n \left( 1 + \frac{\tilde{\alpha} \gamma_{ip_j}}{P_i} + nK + \sum_{j=1}^{nK} \frac{\gamma_{ip_j} H_{ip_j}}{P_i} \right)^{-1} \exp (-K)
\]

\[= 1 - (1 + K)^n \exp \left( K \left( 1 + nK + \frac{1}{P_i} \right) \right)^{-1} \exp (-K)
\]

\[= 1 - (1 + K)^n \exp \left( K \left( 1 + nK + \frac{1}{P_i} \right) \right)^{-1} \exp (-K)
\]
The upper bound on the outage probability in (19) for user $i$ is obtained as follows.

$$\begin{align*}
O_i &= 1 - \exp \left( -\frac{\tilde{\sigma}_i Y_i}{P_t} \right) (1 + K)^n \prod_{j=1,j\neq i}^{n} \left( 1 + K + \frac{\gamma\land h_{ij}p_j}{h_{ii}p_i} \right)^{-1} \exp \left( \frac{(\gamma\land h_{ij}p_j)h_{ij}p_j}{1 + K + (\gamma\land h_{ij}p_j)h_{ij}p_j} \right)^{-K} \\
&\leq 1 - \exp \left( -\frac{\tilde{\sigma}_i Y_i}{P_t} \right) (1 + K)^n \prod_{j=1,j\neq i}^{n} \left( 1 + K + \frac{\gamma\land h_{ij}p_j}{h_{ii}p_i} \right)^{-1} \exp \left( \frac{(\gamma\land h_{ij}p_j)h_{ij}p_j + K}{1 + K + (\gamma\land h_{ij}p_j)h_{ij}p_j} \right)^{-K} \\
&\leq 1 - \exp \left( -\frac{\tilde{\sigma}_i Y_i}{P_t} \right) (1 + K)^n \prod_{j=1,j\neq i}^{n} \left( 1 + K + \frac{\gamma\land h_{ij}p_j}{h_{ii}p_i} \right)^{-1} \exp \left( \ln \left( 1 + K + \frac{\gamma\land h_{ij}p_j}{h_{ii}p_i} \right) \right)^{-K} \\
&= 1 - \exp \left( -\frac{\tilde{\sigma}_i Y_i}{P_t} \right) (1 + K)^n \prod_{j=1,j\neq i}^{n} \left( 1 + K + \frac{\gamma\land h_{ij}p_j}{h_{ii}p_i} \right)^{-1} \exp \left( \sum_{j=1,j\neq i}^{n} \left( K + \frac{\gamma\land h_{ij}p_j}{h_{ii}p_i} \right) \right)^{-1} \exp \left( \frac{\tilde{\sigma}_i Y_i}{P_t} \right)^{-K} \\
&= 1 - \exp \left( -\frac{\tilde{\sigma}_i Y_i}{P_t} \right) (1 + K)^n \exp \left[ \sum_{j=1,j\neq i}^{n} \left( K + \frac{\gamma\land h_{ij}p_j}{h_{ii}p_i} \right) \right]^{-1} \exp \left( \frac{\tilde{\sigma}_i Y_i}{P_t} \right)^{-K} \\
&= 1 - \exp \left( -K \frac{\tilde{\sigma}_i Y_i}{P_t} \right) (1 + K)^n \left\{ \exp \left[ \frac{\tilde{\sigma}_i Y_i}{P_t} + \sum_{j=1,j\neq i}^{n} \left( K + \frac{\gamma\land h_{ij}p_j}{h_{ii}p_i} \right) \right] \right\}^{-1} \exp \left( \frac{\tilde{\sigma}_i Y_i}{P_t} \right)^{-K} \\
&= 1 - \exp \left( -K \frac{\tilde{\sigma}_i Y_i}{P_t} \right) (1 + K)^n \left\{ \exp \left[ nK + \frac{\gamma\land h_{ij}p_j}{P_t} \left( \tilde{\sigma}_i + \sum_{j=1,j\neq i}^{n} H_{ij}p_j \right) \right] \right\}^{-1} \exp \left( \frac{\tilde{\sigma}_i Y_i}{P_t} \right)^{-K} \\
&= 1 - \exp \left( -K \frac{\tilde{\sigma}_i Y_i}{P_t} \right) (1 + K)^n \left\{ \exp \left( nK + \frac{1}{\tilde{\sigma}_i} \right) \right\}^{-1} \exp \left( \frac{\tilde{\sigma}_i Y_i}{P_t} \right)^{-K} \\
&= 1 - \exp \left( -K \frac{\tilde{\sigma}_i Y_i}{P_t} \right) (1 + K)^n \left\{ \exp \left( nK + \frac{1}{\tilde{\sigma}_i} \right) \right\}^{-1} \exp \left( \frac{\tilde{\sigma}_i Y_i}{P_t} \right)^{-K} \\
&= 1 - \exp \left( -K \frac{\tilde{\sigma}_i Y_i}{P_t} \right) (1 + K)^n \left\{ \exp \left( nK + \frac{1}{\tilde{\sigma}_i} \right) \right\}^{-1} \exp \left( \frac{\tilde{\sigma}_i Y_i}{P_t} \right)^{-K} \\
&A.2
\end{align*}$$
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