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Proportional + integral + derivative (PID) controllers are widely used in industrial applications to provide optimal and robust
performance for stable, unstable, and nonlinear processes. In this paper, particle swarm optimization (PSO) algorithm is proposed
to tune and retune the PID controller parameter for a class of time-delayed unstable systems. The proposal is to search the
optimal controller parameters like K, Kj, and K; by minimising the cost function. The integral of squared error (ISE) criterion
is considered as the cost function, which guides the PSO algorithm to get the optimised controller parameters. The procedure for
PID parameter tuning and retuning is presented in detail. A comparative study is done with the conventional PID tuning methods
proposed in the literature. The simulation results show that the PSO-based PID controller tuning approach provides improved
performance for the setpoint tracking, load disturbance rejection, error minimization, and measurement noise attenuation for a

class of unstable systems.

1. Introduction

Poportional integral derivative (PID) controllers are widely
used in industrial applications to provide optimal and robust
performance for stable, unstable, and nonlinear processes.
It can be easily implementable in analog or digital form.
Further, it supports tuning and online retuning based on the
performance requirement of the process to be controlled.

Open-loop unstable systems are mostly observed in
chemical process industries and for economical and/or safety
reasons, the chemical process loops to be operated in
unstable steady state [1]. For unstable systems, there exist
a minimum and maximum values of controller gain, and
the average of this limiting value is considered to design
the controller to stabilize the system. The increase in time
delay in the process narrows down the limiting value and
it restricts the performance of the closed-loop system under
control. In addition, these systems show unusual overshoot
or inverse response due to the presence of negative or
positive zeros [2]. The literature gives details about various

theoretical studies on fine tuning of PID controllers for open-
loop unstable system [3-8]. Most of the controller tuning
approaches proposed for unstable system may require an
approximate first or second order transfer function model
with delay. Further, for real time application, the model may
not be readily available in practice or may be changing due to
uncertainty [9]. The model-based controller tuning requires
complex computations to identify the controller parameters.
To overcome this, it is necessary to use soft computing based
model independent controller autotuning methods.
Optimization is a powerful tool for finding the controller
parameters. Soft computing-based PID controller parameter
optimization is widely addressed by the researchers. Wang
et al. have proposed a PSO-based autotuning of PID cont-
roller on a stable system [10]. Jain and Nigam have attempted
a PD-PI controller tuning for a stable second order system
[11]. Kim et al. have discussed the PID controller tuning for a
stable system using biologically inspired algorithms [12, 13].
Ali and Majhi have proposed PID controller tuning for a
class of time-delayed stable systems using bacterial foraging



optimization (BFO) algorithm [14]. Korani et al. presented a
comparative analysis on PSO, BFO, and hybrid algorithm-
based PID controller for a stable system [15]. Rajinikanth
and Latha have discussed the heuristic algorithm-based PID
controller tuning for unstable system with time delay [16—
18].

In this work, the PID controller parameter tuning is
proposed for unstable system using particle swarm optimiza-
tion (PSO) algorithm introduced by Kennedy and Eberhart
[19]. PSO is a biologically inspired algorithm, and it is
successfully used for engineering applications due to its high
computational efficiency, easy implementation and stable
convergence. Another advantage of PSO technique is that
it does not need detailed mathematical description of the
process and along with the controller tuning, it also supports
the retuning of controller parameters, if necessary. In this
work, to evaluate the performance of the proposed method,
a simulation study is carried out using a class of unstable
system models.

This paper is organized as follows: principle of PSO
algorithm is discussed in Section 2, the basics of PID
controller and implementation of PSO to optimize PID
parameter is presented in Section 3. In Section 4, simulated
results obtained for a class of unstable systems are shown. At
the end, conclusion of the present research work is given in
Section 5.

2. Particle Swarm Optimization

Particle swarm optimization (PSO) algorithm is a pop-
ulation-based evolutionary computation technique devel-
oped by the inspiration of the social behavior in bird flocking
or fish schooling. It attempts to mimic the natural process of
group communication of individual knowledge, to achieve
some optimum property. In this method, a population of
swarm is initialized with random positions S; and velocities
Vi. At the beginning, each particle of the population is scat-
tered randomly throughout the entire search space and with
the guidance of the performance criterion, the flying particles
dynamically adjust their velocities according to their own
flying experience and their companions flying experience.
Each particle remembers its best position obtained so far,
which is denoted as pbest (P!). It also receives the globally
best position achieved by any particle in the population,
which is denoted as gbest (G:) [20-25].

The updated velocity of each particle can be calculated
using the present velocity and the distances from pbest and
gbest. The updated velocity and the position are given in (1)
and (2), respectively. Equation (3) shows the inertia weight

Vil =W VI+C -R - (P! =S)+Cy-Ry - (GE = SY),

(1)

S =S+ VI, (2)

W' = (Wi — Iter) x [M]’ (3)
[termax

where C; and C, are positive constants. C; is the cognitive
learning rate and C, is the global learning rate. R; and R, are
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random numbers in the range 0-1. The parameter “W” is
inertia weight that increases the overall performance of PSO-
based search. The larger value of W(Wy,) can favor the
global wide-range search, and the lower value of W(Wp,p)
implies a higher ability for local nearby search.

2.1. Steps in PSO-Based PID Controller Optimization

Step 1. % Assign values for the PSO parameters %
Initialize: swarm (N) and step size; learning rate (C,, C;)
dimension for search space (D); inertia weight (W);
% Initialize random values and current fitness %
R; =rand (D,N); R, =rand (D, N); current fitness = 0 *
ones (N, 1).

Step 2. % Initialize Swarm Velocity and Position %
Current position = 10 * (rand (D, N)—0.2),
current velocity = 0.5 * rand (D, N).

Step 3. Evaluate the objective function of every particle
and record each particle’s P! and G:. Evaluate the desired
optimization fitness function in D-dimension variables.

Step 4. Compare the fitness of particle with its P! and replace
the local best value as given below.
fori=1:N
If current fitness (i) < local best fitness (i);
Then local best fitness = current fitness;
local best position = current position (i);
end
% Same operation to be performed for G!%.

Step 5. Change the current velocity and position of the
particle group according to (1) and (2).

Step 6. Steps 2-5 are repeated until the predefined value of
the function or the number of iterations has been
reached. Record the optimized K}, K;, and Ky values.

Step 7. Perform closed-loop test with the optimised values
of controller parameters and calculate the time domain
specification for the system.

If the values are within the allowable limit, consider the
current K, K;, and Ky values.

Otherwise perform the retuning operation for K;, by
replacing the optimised numerical values for K, and Kj.

3. PID Controller Tuning and Retuning

Industrial PID controllers are usually available as a packaged
form, and to perform well with the industrial process prob-
lems, the PID controller requires optimal tuning. Figure 1
shows the diagram of a simple closed-loop control system.
In this structure, the controller (G.(s)) has to provide
closed-loop stability, smooth reference tracking, shape of the
dynamic and the static qualities of the disturbance response,
reduction of the effect of supply disturbance and attenuation
of the measurement noise effect [26]. In this study reference



ISRN Chemical Engineering

D(s)l
Ue(s) Yo

Gp(s) c Q

R(s) ___E(s)

C Q Ge(s)

T Yin(s)

F1GURE 1: Block diagram of a closed-loop control system.

Ni(s)

tracking, load disturbance rejection, and measurement noise
attenuation are considered.
Closed-loop response of the system with setpoint R(s),

load disturbance D(s), and noise N(s) can be expressed as
(4) and (5)

Gp(s)Gel(s)

1
Yis) = [1 ¥ GP(S)GC(S)]R(S) ¥ [1 1 G,()Ge(s)

]D(s)

G, (s)Gc(s)
- [1 n Gp(s)Gc(s)}N(s)’
(4)
Y(s) = [T(s) *[R(s)-N(s)] + (8(s) ¥ D(s) ], (5)

where the complementary sensitivity function and sensitivity
function of the above loop are represented in (6) and (7),
respectively

Y | Gp(9)Gcels)
T =) = [1 +GP(S)GC(S)]’ (©)
8) = | 7)

V146,606 |

The final steady state response of the system for the
setpoint tracking and the load disturbance rejection is given
in (8) and (9), respectively,

Gy(s)Ge(s) }(A) 4

yr(o0) = tlifrolosyR(S) - zlingosx[HGl’(s)GC(S) s
(8)

. 1 L
yole) = }13305"[1 n GP(S)GC(S)} (?) =0
)

where A is amplitude of the reference signal and L is
disturbance amplitude.

To achieve a satisfactory yr(co) and yp(o), it is necessary
to have an optimally tuned PID parameters. From the
literature it is observed that to get a guaranteed robust
performance, the integral controller gain “K;” should have
an optimised value.

In this study, a noninteracting form of PID (Gpip) con-
troller structure is considered. For real control applications,
the feedback signal is the sum of the measured output and

measurement noise component. A low pass filter is used
with the derivative term to reduce the effect of measurement
noise.

The PID structures are defined as the following:

T
Goi(s) = Kpe(t) + KiJ e(t)dt + Ky d;(tt), (10)

0

el T
Gpip(s) = Kp 1+ Ts + E o N (11)
N
where K,/T; = Ki, K;,k T; = K4, and N = filter constant

Ym(s) = Y(s) =PV (for N(s) = 0), (12)

Ym(s) = Y(s) = N(s) = PV (for N(s) #0). (13)

Figure 2 shows the block diagram of PID parameter opti-
mization using PSO algorithm. Minimizing the cost function
generates the controller parameters. The error criterion is
considered as the cost function, and the values of K, K;
and Ky are continuously adjusted, until the error of the
closed-loop system is minimum. Equations (14)—(16) show
the normally considered error criterion in control system to
evaluate the performance of controller.

T T
IAE = L le(t)|dt = L 1) — y(0)|dt,  (14)
T T
BE=JeUﬂ#=I[Mﬂ—y®fﬁ, (15)
0 0

T T
ITAE = JO tle(t)]dt = L tr() - y(O)|dt,  (16)

where e(t) = error, r(t) = reference input, and y(t) =
measured variable.

In this work, ISE (15) is considered as the cost function.
For unstable systems, the ISE value may be large due to
excessive overshoot in the process output, which may lead
to slow convergence. Employing an approximate actuator
model between the controller and the process will enhance
this state. After getting the optimised controller parameters,
the time domain parameters like rise time, overshoot and
settling time in the response are then analysed. If the values
are within the specified or acceptable limit, then the current
controller parameter is considered for the system. Otherwise
a retuning operation is carried out for the integral term (Kj;)
by replacing the optimised numerical values for k, and kg4, to
enhance the present performance of the PID controller.

4. Results and Discussions

To study the closed-loop performance of the unstable process
with PSO-tuned PID controller, practical examples from
literature are considered.
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F1GURE 3: Convergence of K, Kj, and Ky with PSO tuned PID.

4.1. Process 1. The first order plus delayed time (FOPDT)
unstable process with the following transfer function model
is considered:

46—23

GP(S) = 45_ 1.

(17)

Many studies have proposed different PID settings for the
above model and the values are clearly presented in the
literature [1, 3].

In this study, the optimization algorithm is initiated with
the following values. Dimension of search space is three
(i.e., kp, ki, and k;); number of swarm and bird step is
considered as ten; the cognitive (C;) and global (C,) search
parameter are assigned the value of 2, the minimum (Win)
and maximum (Wp,y) inertia weight are set to be 0.2 and
1.2 respectively. The search space for ky, k;, and k, is defined
as 30% of the three dimensional space with the positive and
negative values. The maximum iteration for generation is set
to 400.

PSO-based PID tuning is proposed with the method as
in Figure2. The final convergence of the K, K;, and Ky
is shown in Figure 3. The ISE-based controller parameter
search value has converged at the 136th iteration, and the
final PID parameters are tabulated in Table 1.

Figure 4 shows the value of the cost function (ISE) with
respect to the iteration. When the iteration increases, the

5000
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FIGURE 4: Decrease in cost function with optimized controller para-
meter.

TaBLE 1: Classical and optimally tuned PID parameters for Process
1.

Method K, K; Ky
HC 0.565 0.046025 0.34352
SC 0.548 0.049294 0.56115
Visioli 0.624 0.054021 0.72446
PSO PID 0.5338 0.0307 0.4931
PIDr1 0.5338 0.0211 0.4931
PIDr2 0.5338 0.0379 0.4931

TABLE 2: Performance comparison for Process 1.

Method Over Shoot Settling Time,s ISEs TAEg ISE; IAEp

HC 1.7803 34.95 13.47 11.70 13.93 13.83
SC 1.3233 41.55 10.11 11.87 10.42 14.02
Visioli 1.3031 62.85 8.324 10.97 8.621 13.03
PSOPID 1.2632 41.83 11.25 13.76 11.62 16.30
PIDr1 1.1815 59.80 12.34 17.45 12.77 20.73
PIDr2 1.3229 36.26 11.04 12.61 11.39 14.91

values of controller parameters will be optimized, which may
help to reduce the ISE value of the process output. When the
controller parameter reaches the final value, the reduced cost
function for setpoint tracking has a value of 11.25 (Table 2).

The process is then controlled with the optimized
values of controller parameters, and the performance of the
controller is tested in terms of the overshoot, settling time
and the error criterion. From Table 2, it is observed that the
overshoot and the settling time for the present controller
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FIGURE 5: Retuned value of integral controller gain.
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FIGURE 6: Servo response for Process 1 with PSO-tuned PID.

parameter are high. A retuning operation is then carried
out by taking the overshoot and/or the settling time of the
closed-loop process as the reference. During the retuning
operation, the proportional and derivative controllers are
replaced by its numerical values. In the retuning operation,
the number of parameter to be optimized is one (i.e., the
dimension of the search space is one). Initially the retuning
is performed by taking the overshoot into account. The
optimized PID gives an overshoot of 1.2632. During the
retuning, the integral controller gain (Kj) is adjusted until
the considered performance criterion is minimized. Figure 5
shows the retuned value of the Kj, and the final value is
presented in Table 1. The retuned PID parameter is then
considered as PIDr1. A retuning operation is also performed
by considering the settling time. The retuned controller
parameter is presented as PIDr2. From Table 2, it is observed
that the PSO-based PID tuning and retuning method give
a reduced overshoot and settling time compared to the
conventional tuning methods available in literature. From
Figure 6, it is observed that the retuning operation can
improve the closed-loop performance of the process.

Figure 7 shows the servo response of the previous work
reported in literature [3]. Figure 8 shows the servo and
regulatory operation for Process 1. For reference tracking,
a unity step signal is applied as the setpoint. For regulatory

5
3

2.5+
2
2 2
o)
g
v 1.5
Q
=]
e
& 1t
%}
~

0.5

0 1 1
50 60 70
Time (s)
--- HC
— SC
Visioli

FIGURE 7: Reference tracking for Process 1 with conventional PID
parameters.
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FIGURE 8: Servo and regulatory response for Process 1.

operation, a load disturbance of 0.2 (20% of setpoint) is
introduced at 100sec. Figure 8 shows that the proposed
method provides a smooth setpoint tracking and load
disturbance rejection.

The robustness of the PSO-based PID controller is
then tested with the measurement noise introduced in the
feedback path. A band-limited white noise with a noise
power of 0.001 is introduced along with the feedback signal
and from the result it is observed that the proposed controller
can perform well even in the noisy environment. Figure 9
shows the servo response of the PSO-tuned PID controller
with and without the measurement noise.

4.2. Process 2. Isothermal continuous stirred tank reactor
(CSTR) considered by Liou and Chien [27] has the transfer
function model;

K ] (18)

dc _ Q
d{ N V(Cf -G) - [(KZC,+ 1)?
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F1GURE 9: Reference tracking performance with measurement noise.
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FIGURE 10: Servo response for Process 2 with PID and PIDrl1.

The values of the operating conditions are given by flow
rate (Q) = 0.03333lit/sec, volume (V) = 1lit, K; = 10lit/s,
and K, = 10lit/mol, concentration, (Cy) = 3.288 mol/lit.
Measurement delay is 20sec. Linearization of the model
equation around this operating condition C, = 1.3065 mol/
lit, gives the following unstable transfer function model:

AC(s)  3.3226exp 2"

G = R¢,6) = (99695 - 1)

(19)

For the above transfer function model, PSO-based PID
tuning is proposed with the method as in Figure 2. The
controller parameters are converged at the 97th iteration,
and controller values are K, = 14715, K; = 0.0228,
and K; = 6.3923 (with N = 10). The overshoot of the
present controller setting is large, and a retuning operation
is performed for the integral controller gain with minimising
of the overshoot. The search value is converged at the 49th
iteration, and the retuned value of the K; is 0.0147. Figure 10
shows that the retuned PID (PIDrl) provides improved
performance.

The regulatory response value is recorded with a distur-
bance value of 0.2 (20% of setpoint) introduced at 500s.
From the performance measure values in Table 3, it is
observed that the retuned PID (PIDrl) structure provides
reduced ISE and IAE than PSO tuned PID.
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TaBLE 3: Cost function for Process 2.

Method Over Shoot Settling Time,s ISEs IAEs ISE, IAE|
PSO PID 1.201 360.7 77.64 99.89 80.72 119.7
PIDr1 0.985 239.6 59.45 78.77 61.79 94.36

The robustness of the PID controller is then tested with
a band-limited white noise with a noise power of 0.001and is
introduced along with the feedback signal. From Figure 11,
it is observed that the proposed controller provides a smooth
setpoint tracking in the noisy environment.

4.3. Process 3. The bioreactor plays a major role in most
of the biotechnological and chemical industry. It can be
defined as a reactor tank to execute a number of biological
reactions to create a large amount of intermediate and final
products. In recent years, biosynthesis process is widely
utilised to convert the living cells (biomass) into marketable
chemical, pharmaceutical, food, and beverage products. In
biosynthesis, the biomass consumes nutrients from the
substrate (feed) to cultivate and produce more cells and
important products. During this operation the bioreactor
is kept under a controlled environment with constant pH,
temperature, agitation rate, and dissolved oxygen tension to
attain better growth of microbes.

In this work, a small scale bioreactor widely analysed by
the researchers [28-30] is chosen for the study. Figure 12
shows the schematic diagram of the reactor. The dynamic
behaviour of the reactor is complex, and a number of vital
manufacturing processes belong to this group.

The basic reaction inside the bioreactor is A & P (20)
Substrate + Cell k More Cells + Products,

where “A” is the reactant, “k” is reaction rate constant, and
“P” is the product.

The stoichiometry for biomass activity is very complex
since it varies with environmental conditions microorganism
and nutrient in the system. Due to these reasons, unstruc-
tured models are mainly considered for analysis purpose.
The following mathematical equations can describe a variety
of industrial bioreactors. Equations (21) and (22) describe
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FIGURE 12: Schematic diagram of a bioreactor.

the balancing conditions and (23) depict the Monod model
for the specific growth rate

Cell balance: % = (u— Dy) X1, (21)
dX, uXi
substrate balance: I D, (Xzf - Xz) i (22)
[/lmaxXZ

growth rate: y = p (23)
m

+X, + k1X22 ’

where X; is biomass (cell) concentration, X, is substrate
concentration, D, is the dilution rate, and X, is substrate
feed concentration.

The steady state solutions and the mathematical model
of the system are depicted in Tables 4 and 5, respectively. The
reactor model has two stable states and an unstable steady
state [30]. The transfer function models shown in Table 5
along with a delay time of “1” are utilized in the proposed
study.

The unstable bioreactor model is a benchmark problem
in the unstable system study.

For substrate inhibition model, the following parameters
are considered (Table 6):

Pmax = 0.53hr™!, k,, = 0.12g/lit, ky = 0.4545lit/g,
Y = 0.4. The steady state dilution rate is D, = 0.3h™! (the
residence time is 3.33 h) and the feed substrate concentration
is Xpps = 4.0g/lit. The nonlinear process has the three
steady state operating points for a dilution rate of 0.3h~!.
For the unstable operating region (equilibrium 2, nontrivial)
biomass concentration X;; = 0.995103 and substrate
concentration X», = 1.512243 are considered. The dilution

rate is taken as the manipulated variable to control the cell
mass concentration at the unstable steady state.

For the unstable operating point, the local linearized
model for the unstable bioreactor is

—0.9951s — 0.2985

G,(s) = 24

()= 3 0.13025 - 0.0509 (24)
—5.8644

T 5.89s5—1’ (25)

where (24) represents a second order model and (25) shows a
reduced first order model. The delay time for the model ((24)
and (25)) is considered as “1”.

In this work, the PSO-based PID tuning is attempted
for second order model (24), and the optimization search
is converging at the 74th iteration. The optimised PID
controller parameters are K, = —0.8722, K; = —0.1613, and
K4 = -0.3179.

The closed-loop response of the unstable bioreactor
system is tested with the first order model (25), and its
performance is compared with the classical PID parameters
presented in Table 4 [28].

Figure 13 shows that the response of PSO PID has a lesser
overshoot than the MA method, and the settling time is
smaller than the VC and VCI method.

The actual bioreactor model constructed using the
nonlinear equation ((21)—(23)) is then tested with the PID
controller value obtained by the optimization algorithms.
The objective is to maintain the concentration of biomass
(X15) based on the setpoint, by adjusting the substrate
concentration (Xy,). Figures 14 and 15 show the variation
of biomass and substrate concentration for the servo and
regulatory response. In this figure a setpoint of 0.995103 is
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TABLE 4: Steady state solutions of the bioreactor.

Biomass concentration Substrate concentration

Initial arbitrary value for modelling

(X1); g/lit (X,); g/lit System condition Equilibrium X, X
0 4.0 Stable Trivial 0 1
0.9951 1.5122 Unstable Nontrivial 0.125 1
1.5302 0.1746 Stable Nontrivial 1 1

TABLE 5: Mathematical model of the bioreactor.

Operating region

State-space model

Transfer function model

0 ~0.068 ~0.9951 AX(s)  —0.9951s — 0.2987
Growth ph A= ; B= ; C = ;D=0 =
rowth phase {_0.75 _0.1302} [2_4878 ] [1 o];p=10] AD(s) ~ s +0.1302s — 0.0509
. 0 0.9056 ~1.5301 AX(s)  —1.53s—0.4588
Stat h A= ;s B= ; C= ;D=0 =
ationary phase [_0.75 _2.56J [3.8255 1 [1 o]iD=10] AD(s) _ 5 +2.564s 1 0.6792

TaBLE 6: PID parameters considered for Process 3.

Method K, T; Ty
Linearised (VC) -0.9513 5.5363 0.5235
Vivek and Chidambaram (VC1)  —0.9524 5.6228 0.5304
Majhi and Atherton —1.1855  4.7255  0.4377
PSO PID —-0.8722 5.4073 0.3645
2
2
bz ]
o
o
I
g
3 1
15 20 25 30
Time (s)
— PSO --- VC1
— VC MA

FIGURE 13: Servo response with classical and PSO-tuned PID.

considered and a load disturbance of 0.199 (20% of setpoint)
is applied at 60 min.

From the result, it is observed that the PSO algorithm
based PID controller provides a nonoscillatory response
with minimized overshoot and settling for both the setpoint
tracking and disturbance rejection applications.

The robustness of the proposed control scheme is then
tested by introducing a measurement noise (noise power
of 0.001; sampling time of 0.1 sec). The nonlinear model is
considered for the simulation study.

Figure 16 shows the variations of biomass concentration
and Figure 17 depicts the variation of substrate concentra-
tion and dilution rate in the presence and the absence of
measurement noise. The reference tracking response of the

Concentration

—— Biomass
-~ Substrate
Setpoint

FIGURE 14: Servo response of the unstable bioreactor model.
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FIGURE 15: Regulatory response of the bioreactor model.

bioreactor with a PSO-based PID shows that the proposed
scheme works well in the noisy environment.
5. Conclusion

Most of the industrial process loops use conventional or
modified structure PID controllers. Tuning the controller
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FIGURE 17: Variation of substrate concentration and dilution rate
with respect to noise.

parameter for time-delayed unstable system is a challenging
work if the system model is other than a first order plus
dead time. In this work, design of optimization-based model
independent controller tuning for unstable process models
has been attempted. In this work, a PSO-based PID con-
troller tuning and retuning is presented in detail for a class of
unstable systems. The design of controller is formulated as an
optimization problem using ISE as the performance index.
This is a model free, online tuning method which can identify
the optimal controller parameters effectively. PSO can be
practically used as an alternative to obtain the controller
parameters with an algorithm-based PID controller. The
result obtained from the computer simulation shows that the
proposed method improves the performance of the process
in terms of time domain specification, setpoint tracking,
disturbance rejection, error minimization, and measurement
noise attenuation.

Nomenclature

C: Positive constants (0-2)
Cy: Feed concentration

R concentration

Load disturbance

e(t): Error

gbest:  Global best position
G.(s): Controller model

G (s): Process model

IAE: Integrated absolute error
ISE:  Integral squared error
ITAE: Integral time absolute error
Iter: Iteration

K,:  Proportional gain

Ki:  Integral gain

K;:  Derivative gain

N: Filter constant (10)
Measurement noise
pbest: Local best position

PV:  Process variable

Q: Inlet flow rate

R: Random number (0-1)

R(s): Reference input

S: Position of particle

SP:  Setpoint

T;: Integral time constant
Ts: Derivative time constant

V: Velocity of particle

W:  Inertia weight of particle
Process output

Y,u(s): Process output + noise.

Superscripts

t: Iteration number
t +1: Updated iteration number.

Subscripts

L: Load disturbance
S: Servo response.
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