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This paper presents a framework to process and analyze data from a pulse oximeter which remotely measures pulse rate and blood
oxygen saturation from a set of individuals. Using case-based reasoning (CBR) as the backbone to the framework, records are
analyzed and categorized according to their similarity. Record collection has been performed using a personalized health profiling
approach in which participants wore a pulse oximeter sensor for a fixed period of time and performed specific activities for pre-
determined intervals. Using a variety of feature extractionmethods in time, frequency, and time-frequency domains, as well as data
processing techniques, the data is fed into a CBR systemwhich retrieves most similar cases and generates an alarm according to the
case outcomes.The system has been compared with an expert’s classification, and a 90%match is achieved between the expert’s and
CBR classification. Again, considering the clustered measurements, the CBR approach classifies 93% correctly both for the pulse
rate and oxygen saturation. Along with the proposed methodology, this paper provides a basis for which the system can be used in
the analysis of continuous health monitoring and can be used as a suitable method in home/remote monitoring systems.

1. Introduction

Today, the possibility to remotely monitor physiological
health parameters provides a new approach for disease pre-
vention and early detection [1, 2]. Furthermore, such health
monitoring systems could be useful for the elderly in inde-
pendent and assisted living [3]. In developing health mon-
itoring systems, several intelligent data processing methods
have been proposed in the literature, for instance, neural
network (NN) [4] and support vector machine (SVM) [5].
These methods are often black box methods and make it
difficult for experts to gain further insight into the structure
presented in the data.

In this paper, a clinical decision support system (CDSS)
has been proposed where case-based reasoning (CBR)
approach [6] is applied to analyze and process the data
coming from a pulse oximeter that contain measurements of
both pulse rate and blood oxygen saturation. A case-based
reasoning (CBR) [6–17] approach can work in a way close to
human reasoning, for example, it solves a newproblem apply-
ing previous experiences, which ismore common for doctors,

clinicians, or engineers. In the proposed system, CBR is the
part of a large framework where first the data is preprocessed
and features are extracted to find significant parameters of
interest using time, frequency, and time-frequency domain
features. In addition, to use the features directly, the CBR
system can also produce similarmatches based on input from
a clustering approach that increases the retrieval process by
looking only within the most similar group of cases. The
method presented here is verified using data collected from
a group of individuals who followed a controlled sequence of
activities called a health profile. In the health profile, users
are requested to perform specific activities for a predefined
time intervals for example, deep breathing, walking, and so
forth. Using the health profiling, ground truth data could
be obtained, and a further verification has been done by
three human experts who provided general classification of
whether the data from a specific user seemed normal.

Previous work related to the proposed approach ranges
from processing of data from physiological sensors that
have typically relied on time domain features [2, 18, 19]
to classifiers which may utilize known information from
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Figure 1: The steps and the data flow of the CDSS.

disease databases or consider only the physiological param-
eters [1, 20]. A notable example [21] in which the authors
presented a health condition monitoring system using elec-
trocardiogram (ECG), heart rate (HR), oxygen saturation,
impedance pneumography, and activity patterns is included
. The sensors were mounted in the patient’s garments, and
the service is applied in rehabilitation of cardiac ambulatory
stable cardiorespiratory patients. Studies that consider only
continuous biomedical data (i.e. pulse rate) and respective
signal processing methods can be found in [22, 23]. All these
works have demonstrated that the recent advancement in
sensor technology could provide continuous detection of, for
example, pulse, blood oximetry, and level of physical activity.
Furthermore, through appropriate sensor data processing,
it is also possible to detect changes and provide alerts and
warnings to users [23]. However, in most of these studies,
the main goal is to classify data into different labeled classes,
or find similar cases by determining features. In this work,
classification of data in a meaningful way, that is, retrieving
the effective solution for similar measurements, and enabling
diagnosis of anomaly cases are currently missing in this area.
A further potential development which has been addressed in
the current paper is to take into account personalization of the
data processing which could be achieved by considering user
conditions and tailoring the system towards specific groups
of individuals, for example, elderly.

2. Overview of the Proposed Clinical Decision
Support System (CDSS)

The case-based remote classification scheme, that is, the
CDSS proposed here, consists of threemodules, and the steps
of the approach are illustrated in Figure 1. The client side
module contains an Android application which is deployed
in a smart phone using 2.3.3 programming environment.
The Android application consists of a personalized health
profiling approach and a Bluetooth communication protocol.

The personalized health profiling approach is a four-session
approach in 9-minute duration, and the sessions are baseline,
deep breath, activity, and relax.Thedetails of the personalized
health profiling approach can be found in [3].The “WristOx2”
sensor is connected as shown in Figure 1 and sends data
through the Bluetooth communication. The details of Blue-
tooth communication and information about “WristOx2”
sensor can be found in [24].

After each test, the measurements are stored into the
smart phone in “.txt” format and finally uploaded to the
server. When the server side application module receives the
data file, the file is parsed, the features are extracted and a
newproblemcase is formulated, and theCBR cycle is initiated
as presented in Figure 2. Here, k-means clustering is used to
group the cases offline.The new case is then entered into CBR
cycle and in the retrieval step, the similarity value is calculated
among the stored clustered cases.

The server retrieves the most similar cases depending on
user defined similarity threshold and finally sends the most
similar case information to the subject. At the same time, the
server also sends an SMS and email notification to clinicians
and generates an alert if the stored cases are not similar to
the new case. Here, the system also considers user defined
similarity threshold. Also, a web-enabled case-based CDSS is
proposed here. Here, clinicians can see details about contex-
tual information and measurements about a subject enabling
remote monitoring of the subject. In the web-enabled CDSS,
the system provides a number of functionalities, such as (1)
features level analysis, (2) CBR classification with clustered
measurements, and (3) CBR classification with expert opinion.
In features level analysis, user can consider extracted features
in different individual domains or their combination, that
is, time, frequency, and time-frequency domains. In CBR
classification with clustered measurements, users have the
opportunity to see similar measurements individually, that
is, similar pulse rate or similar oxygen saturation signals.
Here, the signals are clustered separately using unsupervised
clustering algorithm (i.e. k-means). Moreover, the CDSS can
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Figure 2: Different steps in the server system.

Table 1: A summary table with several criteria about the data
collection.

Criteria Values
Number of the subjects 15
Number of the measurements 29
Age range 65 to 83 years
Weight range 60 to 97Kg
Height range 160 to 181 cm
Number of the male subjects 7
Number of the female Subjects 8
Speed on treadmill 3.0 to 5.0 km/h
Blood pressure range before Systolic 132 to 201 diastolic 74 to 116
Blood pressure range after Systolic 117 to 234 diastolic 63 to 119
Have diseases 6 subjects
Pulse rate 55 to 146 beats per minute
Oxygen saturation 82 to 100%

be also used while there is no expert classification available,
that is, if the CBR system failed to retrieve any similar cases
with a higher similarity value as a threshold.

3. Study Design and Data Analysis

Data were collected from 15 elderly persons using a 9-minute
personalized health profiling approach with 4 sessions (i.e.,
baseline, deep breath, activity, and relax) discussed in [3].The
summary of the data observation is illustrated in Table 1. As
it can be seen from Table 1, 29 measurements were collected
from 15 subjects (7 were male and 8 were female) between
the age of 65 and 83 years. Among the 15 subjects, 6 of
them were diagnosed previously of having 1 or 2 kinds
of different diseases and of which they were at the time
of the experiment undergoing treatment. The others were
comparatively healthy. However, some of them were having
high blood pressure during the data collection.

During the test, the subjects used a treadmill in which
the minimum speed was 3 km per hour and the maximum
speedwas 5 kmper hour.The speedwas considered according
to the subject’s capability of walking. The pulse rate among
the subjects was 55 beats per minute as the minimum and
146 beats per minute as the maximum and oxygen saturation
between 82% and 100%was observed.The sensor reading was
closely monitored during data collection to ensure that the
connection was not loose. The preprocessing done directly
after data collection removed any erroneous data values
caused by a loose collection, and onemeasurement was found

with a huge amount of sensor error in data reading and
therefore it was not considered.

The collective 29 measurements of (a) pulse rate and (b)
oxygen saturation are plotted in Figure 3, where the baseline,
deep breath, activity, and relax are the 4 sessions. As it
can be seen from Figure 3(a), the pulse rate varies between
65 and 95 in baseline and deep breath; however, the pulse
rate increases when subjects are doing the activity task and
decreases while they are resting (relax). Similarly, the oxygen
saturation during the activity drops for some of the subjects
as shown in Figure 3(b). Here, the changes of pulse rate and
oxygen saturation are highly individual due to health factors,
metabolic activity, and so forth. Thus, interpreting/analysing
the measurements and understanding the large variations in
the measurements from diverse subjects require knowledge
and experience which is often very difficult to model even for
an expert of the domain.

4. Features Extraction and Case Formulation

The collected measurements from the pulse oximeter are
processed to extract features in time domain, frequency
domain, and time-frequency domain. The numbers of fea-
tures are considered based on previous study [4, 5, 25–27]
and expert opinion. In the time domain, statistical features
like maximum, minimum, arithmetic mean, and standard
deviation of data are considered.

Frequency domain is also considered for the feature
extraction as it has been observed in the previous works [25,
26] that the distinction between healthy and diseased people’s
data is visible in the frequency domain. In order to obtain the
frequency domain features, a power spectral density (PSD)
was calculated as shown in Figure 4. The PSD is the squared
amplitude of the discrete Fourier transform (DFT) which is
achieved by using fast Fourier transform (FFT) algorithm
on the process measurements. In DFT, an input function
is required which should be discrete, and this is done by
sampling the pulse rate or oxygen saturation over a period
of time.𝑁 length of time-series sequence is transformed into
another sequence of 𝑁 complex numbers by the function
presented in (1), where 𝑇 is the sampling frequency

𝑌[
𝑛

𝑁𝑇
] =

1

𝑁

𝑁−1

∑
𝑘=0

𝑦 [𝑘𝑇] 𝑒
−𝑖2𝜋𝑛𝑘𝑇/𝑁𝑇

. (1)

Here, the measurements are processed through a scaling
procedure to sample the measurements in 1Hz frequency
range. From the power spectral density low-frequency
power, high-frequency power, low-frequency power to high-
frequency power ratio, low-frequency peak power spectral
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Figure 3: 29measurements to illustrate the large variations during the 4 steps. 𝑦-axis: (a) pulse rate in beats per minute, (b) oxygen saturation
in percentage and 𝑥-axis: time in minutes (total 9 minutes).
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Figure 4: PSD plot of pulse rate, LF and HF region is marked by
dotted line.

density, and high-frequency peak power spectral density
were calculated [25]. Frequencies between 0.04Hz and 0.15
were considered as low-frequency, and frequencies between
0.15 and 0.4 were considered as high-frequency as shown
in Figure 4 [25]. The power in high- and low-frequency
regions was calculated by numerical integration of the power
spectral density of the corresponding frequency range. The
unit of the power spectrum density and power for the
pulse rate was BPM2 (beats per minute) Hz-1 and BPM2,

respectively. Similarly, the frequency domain features for the
oxygen saturation were calculated, with the unit of the power
spectrum density and the power of (%) 2Hz-1 and (%) 2,
respectively.

In time-frequency domain features, a discrete wavelet
transform (DWT) is performed since it can keep the infor-
mation of both time and frequency. Statistical features max-
imum, minimum, arithmetic mean, and standard deviations
were calculated from the approximation coefficient of wavelet
decomposition of level 1 [27]. The function “Daubechies 2”
was used as the mother wavelet. The continuous wavelet
transform linked to mother wavelet 𝜓(𝑡) can be defined by

𝑊(𝑎, 𝑏) = ∫
∞

−∞

𝑦 (𝑡) 𝜓𝑎𝑏 (𝑡) 𝑑𝑡, (2)

where 𝑦(𝑡) is any square integral function and 𝑎, 𝑏 are
scaling and translation parameters, respectively. Evaluating
the continuous wavelet at dyadic interval of the signal can be
expressed by

𝑦 (𝑡) =

∞

∑
𝑘=−∞

∞

∑
𝑗=−∞

𝑑
𝑗 (𝑘) 2

𝑗/2
𝜓 (2
𝑗
𝑡 − 𝑘) , (3)

where 𝑑
𝑗
is the discrete wavelet coefficient of the signal 𝑦(𝑡).

Symmetric paddingwas used tomake the data samples power
of two to implement discrete wavelet transform [27].

In CBR, generally a case can be comprised using problem
and solution part, in which the problem contains a vector of
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features to describe a problem, and the solution part contains
classification. To formulate a case, all features from the
three domains in four sessions plus the subjects’ contextual
information (age, weight, gender, and blood pressure) were
taken. Blood pressure was measured twice, once before
and once after the end of taking measurements from pulse
oximeter. As a result, each case contains total 59 (4 × 13 + 7)
features in problem description part of the cases. The list
of the features with detail information is presented in our
previous article [3]. As the solution of a case, this part of the
cases contains expert classification where the classification is
done considering three different classes. The three classes are
(a) Class A, the measurement looks good and it is a healthy
data, (b) Class B, themeasurement looks ok and it is a normal
data, and (c) Class C, the measurement looks different and
needs to look more in detail.

5. Cluster Analysis in the System

In order to group themeasurements, clusteringmethods have
been applied. This group information helps CBR to do a fast
retrieval; that is, it looks only most similar group of cases.
Moreover, clinicians could get benefit in situationswhenCBR
fails to retrieve any similar case for a given high threshold
similarity value. To find a set of unlabeled similar groups of
time-series, several clustering methods have been reported
in the literature. Depending on problem and application,
different kinds of clustering algorithms are applied [28]. The
two most common algorithms of time-series clustering are
hierarchical clustering and k-means in which the similarity
function is effective on result [29].

Figure 5 illustrates the schema diagram for the process of
finding the best number of clusters and the best algorithm
for clustering data. In this process, two clustering algorithms,
hierarchical and k-means, are applied on the feature vector of
data. In hierarchical algorithm, in each step, pairwise distance
of vectors (clusters) is computed and then the similar vector
(clusters) are merged into a new cluster until all data goes to
a single cluster [30]. To find the similarity between clusters,
single linkage distance is used [29]. In k-means algorithm,
𝑘 vectors are selected as initial centers of clusters. Then
other vectors are assigned to these 𝑘 centers based on the
defined similarity function. (In this work we usedManhattan
distance.) Then the center of each cluster is updated to the
average of its members. These steps are repeated until the
center of clusters is fixed [29].

In the step of Figure 5, to find the best clustering algo-
rithm and also the best number of clusters, for each result of
clustering step, some generalmethods and indices are applied

tomeasure the quality of clustering algorithms and validation
of obtained clusters. Here, we used four validity indices.
Silhouette coefficient (SC) [31] and Dunn’s index (DI) [32]
are the popular validity indices that show the compactness
of data within the clusters and separation between clusters.
Calinski-Harabasz index (CH) [32] is a sum of square-based
index that evaluates the quality of partitioning [31]. In these
three methods, the maximum of the index value determines
the optimum clustering. WB index [33] is a new validity
index that emphasizes the effect of sum of squares within
cluster with multiplying the number of clusters. This method
determines the optimum number of clusters by minimal
value of index. By comparing the results of validity indices,
this process will be able to recognize the best clustering
algorithm and cluster numbers (𝑘∗).

6. Case-Based Classification

The function of the case-based classification is to retrieve
the most similar cases. Weighting of features is an important
task for retrieving similar cases. To determine the degree
of importance of each feature, expert knowledge is needed.
As another alternative, feature weighting could be done
automatically using some artificial intelligence techniques. In
our previous research [7], the automatic weighting is investi-
gated by learning from the case base; that is, it distinguishes
individual features in terms of discriminating powers on the
discretized universes of features. However, it does not show a
better result than the expert’s weighting. Moreover, in order
to perform automatic weighting of features, the algorithm
needs a high volume of cases with their corresponding
classification.Therefore, in somemedical domains, automatic
weighting is not preferable. In this work, weights of the
features are defined by a domain expert. These weights are
then used to retrieve similar cases; the detail of features
weighting is presented in our previous paper [3]. Similarity
of a feature value between two cases (i.e., a target case and
one case from library) is measured using the normalized
Manhattan distance between the feature values of the two
cases. Nonnumeric features such as gender are converted to
a numeric value by substituting the contextual value with
a numeric one (1 for male, 0 for female). The Manhattan
distance function to calculate the similarity of a feature
between two cases is shown in (4), where 𝑇

𝑖
and 𝑆

𝑖
are the

𝑖th feature values of target and source case, respectively,

sim (𝑇
𝑖
, 𝑆
𝑖
) = 1 −

󵄨󵄨󵄨󵄨𝑇𝑖− 𝑆𝑖
󵄨󵄨󵄨󵄨

max {𝑇
𝑖
,Max (𝑖)} −min {𝑇

𝑖
,Min (𝑖)}

.

(4)
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Here, Max(𝑖) and Min(𝑖) represent the maximum and
minimum values of the feature 𝑖 obtained from the whole case
library. Then “max” and “min” functions compare the values
between the new case feature𝑇

𝑖
andmaximum andminimum

values obtained from the case library. The function returns
1 if the values are the same and returns 0 if the values are
dissimilar. This is known as a local similarity function

sim (𝑇, 𝑆) =
∑
𝑛

𝑖
𝑤
𝑖
× sim (𝑇

𝑖
, 𝑆
𝑖
)

∑
𝑛

𝑖
𝑤
𝑖

. (5)

The similarity between the two cases is then measured
using the weighted average of all the features that are to be
considered. The function for calculating similarity between
two cases 𝑇 and 𝑆 with 𝑛 features is presented in (5), where
𝑤
𝑖
is the weight of the feature 𝑖 defined by an expert of the

domain. Note that, in the weight vector 𝑤
𝑖
is also considered

the weight of three domains (i.e., time, frequency, and time-
frequency features) and the weight of four sessions (i.e.,
baseline, deep breath, activity and relax). In CDSS, the CBR
system retrieves both of the cases of pulse rate and oxygen
saturation in parallel since there is no domain knowledge
defined to combine them. However, a weighting approach
is added in the CDSS to find an overall classification. Here,
according to expert, the measurement of the pulse rate is
more important than the oxygen saturation. The weighted
average function presented in (6) to calculate a complete
similarity value, that is, to find an overall classification by the
CBR retrieval, is used:

Simcase (Pulse, Oxy) =
𝑊
𝑃
× Simpulse +𝑊𝑂 × Simoxy

𝑊
𝑃
+𝑊
𝑂

, (6)

where Simcase(Pulse, Oxy) calculated the complete similarity
value considering the individual similarity value of pulse rate
as Simpulse and the similarity value of oxygen saturation as
Simoxy.𝑊𝑝 and𝑊𝑂 are the weight given by the expert.

7. Experimental Works

The experimental work is conducted as: (1) proof-of-concept
prototype, (2) classification accuracy of CBR with controlled
measurements, (3) classification accuracy of CBR with clus-
tered measurements, and (4) classification accuracy of CBR
considering expert classification.

7.1.TheProof-of-Concept Prototype. Theweb-basedCDSShas
been built using PHP and JavaScript programming language,
and case libraries are developed in MySQL database. The
main goal of this experiment is to see whether the several
functions implemented in the web-based system are working
properly or not.TheDSS using case-based retrieval is verified
by implementation as a prototype in which all the imple-
mented methods are compared according to their outcome,
that is, in terms of the technical point of view. According
to Watson [17], these trials have been conducted through
the following 4 tests: (1) retrieval accuracy, (2) retrieval
consistency, (3) case duplication, and (4) global test. For the
test retrieval accuracy, a “leave-one-out” retrieval technique is

used; that is, one case is taken from the case library as a query
case, and then the system retrieves the most similar cases.
Among the retrieved cases, the query case is also retrieved
as the top similar case with the similarity value 1.0; that is,
the similarity value of two same cases is computed as 100%.
To test the retrieval consistency, the same query is used to
perform more than one similar search, and if it has been
found that the same stored cases have been retrieved with
the same similarity, then the implemented retrieval function
is considered to have consistency. It is also observed that
no cases are identical during retrieval except the query case,
when it matches itself; thus, case duplication is also checked.
Regarding the global test, the classification accuracy of the
CBR system is performed and discussed in the next section.

7.2. Classification Accuracy of CBR with Controlled Measure-
ments. For these experiments, the proposed system uses
the sessions from health profiling. That is, each case is
then further divided into 4 categories according to the
sessions that are, baseline, deep breath, activity, and relax.
The reason behind this is that the measurements are very
much controlled; subjects are following the tasks according
to the condition of health profiling. Moreover, there is always
a question about the gold standard of expert. The main goal
of this experiment is to see how accurately the CBR approach
can classify the signals. Two case libraries are used with 15
subjects; one is for only pulse rate (29 signals) and an other
one is for oxygen saturation (29 signals). Each case library
contains 116 cases (29 measurements × 4 sessions) with 4
classes in total, and each case contains 13 features extracted
(both from time domain, frequency domain, and time-
frequency domain) from the signals. For CBR classification,
a “leave-one-out” retrieval technique (i.e., 1 out of 29 cases)
is applied and the top most retrieved similar case (𝑘 = 1) is
considered. If the considered case is retrieved from the same
class, then we count 1 as correct classification, and percentage
of each class is calculated after querying all 29 cases. The
results for percentage of correct classification considering
pulse rate case library are shown in Table 2.

Table 2 illustrates the results for the pulse rate cases;
the first three columns present the classification accuracy
considering only each of individual domain features. That
is, when it is only time domain, all the other features in
frequency and time-frequency domains are weighted as “0.”
It can be observed, CBR approach has achieved the high-
est percentage of classification accuracy while considering
the frequency domain features. The average value of the
classification accuracy for the frequency domain features is
85.3%, for the time domain features it is 44%, and for the
time-frequency domain features it is 48.3%. However, when
the features are combined, the highest accuracy has been
increased on average to ≈5% which is presented in the last
column of Table 2. The combination has been performed
using a weight vector in which both the time and time-
frequency domains features get 10% each, and frequency
domain features get 80%. Average classification accuracy
is around 90% while it combines all the domain features.
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Table 2: Percentage of correct classifications of each class considering pulse rate case library.

Sessions Using only time domain
features (TmF)

Using only frequency
domain features (FrqF)

Using only time-frequency
domain features

(TmFrqF)

Using a combination of features
TmF = 10%,

TmFrqF = 10%, and FrqF = 80%
Baseline 51.7% 96.5% 62.0% 96.5%
Deep breath 27.6% 79.3% 34.5% 83.0%
Activity 45.0% 96.5% 45.0% 100.0%
Relax 51.7% 69.0% 51.7% 80.0%
Average 44.0% 85.3% 48.3% 89.8%
TmF: time domain features, FrqF: frequency domain features, and TmFrqF: time-frequency domain features.

Table 3: Percentage of correct classifications of each class considering oxygen saturation case library.

Sessions
Using only time domain

features
(TmF)

Using only frequency
domain features

(FrqF)

Using only time-frequency
domain features

(TmFrqF)

Using a combination of features
TmF = 10%,

TmFrqF = 10%, and FrqF = 80%
Baseline 31.0% 100.0% 27.5% 100.0%
Deep breath 24.1% 65.5% 34.5% 72.0%
Activity 62.0% 100% 51.1% 100.0%
Relax 27.6% 38.0% 24.7% 48.0%
Average 36.2% 76.0% 34.5% 80.0%
TmF: time domain features, FrqF: frequency domain features, and TmFrqF: time-frequency domain features.
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Figure 6: The classification accuracy increased 6% while consider-
ing top 2 retrieved similar cases, that is, 𝑘 = 2.

Similarly, Table 3 presents the classification results based on
the oxygen saturation case library.

Table 3 presents results for the oxygen saturation; it shows
the highest percentage of correct classification using the
frequency domain features. The result has increased 4% on
an average while it combines the three domain features.
The average value of the correct classification is 80% with
combination of features and 76% without combination, that
is, only considering the frequency domain.

Figure 6 presents the average value of correctly classified
cases both for the pulse rate and oxygen saturation data. It

Table 4: Confusion matrix for pulse rate (a) and oxygen saturation
(b) considering 𝑘 = 2, using CBR with extracted features.

(a)

Baseline Deep breath Activity Relax
Baseline 29 0 0 0
Deep breath 0 28 0 1
Activity 0 0 29 0
Relax 1 3 0 25
Accuracy in percentage 100% 96.5% 100% 86.2%

(b)

Baseline Deep breath Activity Relax
Baseline 29 0 0 0
Deep breath 0 25 0 4
Activity 0 0 29 0
Relax 0 12 0 17
Accuracy in percentage 100% 86.2% 100% 59%

shows the comparison result in the classification accuracy
values while considering the top most similar retrieved case,
that is, 𝑘 = 1 and top 2 most similar retrieved cases, that
is, 𝑘 = 2. It can be seen from Figure 6 that the overall
accuracy is increased by 6% while considering 𝑘 = 2 and the
classification accuracy for the pulse rate is 96% and for the
oxygen saturation is 86%. The confusion matrices both for
(Table 4(a)) the pulse rate and (Table 4(b)) oxygen saturation
while considering top 2 cases are presented in Table 4.

The distribution of the classification using CBR can be
seen both from the (a) pulse rate and (b) oxygen saturation
in Table 4; the baseline and activity classes are classified 100%
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correctly. However, the classification in deep breath and relax
are missing. For example, in deep breath for the pulse data
(Table 4(a)), one case is misclassified as relax, and in relax
4 cases are misclassified, 3 as deep breath and 1 as baseline.
Similarly, Table 4(b), 4 deep breath cases are misclassified as
relax, and 12 of relax class cases are misclassified as deep
breath.

7.3. Classification Accuracy of CBR with Clustered Mea-
surements. This experimental work has been conducted in
twofold: (a) evaluating the clustering algorithms and (b)
classification accuracy using CBR. Here, the entire mea-
surement is considered and clustered using well-known
clustering algorithm; that is, themeasurements include all the
sessions, baseline, deep breath, activity, and relax. However,
themeasurements of pulse rate and oxygen saturation are still
separated and clustered separately.

(a)Evaluating the Clustering Algorithms.Themain aim for
this experimental work is to identify the clustering method
and number of clusters. Here, all the extracted features (i.e.,
features in time, frequency, and time-frequency domains)
form 29 measurements are considered.

Two well-known clustering algorithms, k-means and
single linkage hierarchical clustering, are applied [29, 30], and
up to 5 clusters are generated by each algorithm. In order to
make meaningful clusters and also find the best clustering
method, four validation indices, Silhouette coefficient (SC)
[31], Dunn’s index (DI) [34], Calinski-Harabasz index (CH)
[32], and WB index (WB) [33], are compared. As it can
be seen from Figure 7, for pulse rate (a) and oxygen satu-
ration (b), k-means clustering is better than single linkage
hierarchical clustering. Also the best number of clusters is
3 for both. In SC, DI, and CH the maximum value shows
the best clustering and the best number of clusters (star
points), and inWB theminimum value is the best. According
to the above evaluation, k-means clustering algorithm with
3 clusters achieved the highest evaluation value. Therefore,
here the clustered cases with k-means are considered. The
distributions of cases in 3 clusters (i.e., Classes A, B, and C)
for pulse rate are presented in Table 5(a), and Classes A󸀠, B󸀠,
and C󸀠 for the oxygen saturation are presented in Table 5(b).

(b) Classification Accuracy of CBR. The main goal is
to see how close the CBR system can classify compared
to the clustering method. The class information is added
into the case solution part, and the “leave-one-out” retrieval
technique is applied.Here, the top 2most similar cases (𝑘 = 2)
are considered; that is, if both the query case and one of the
retrieved cases belong to a similar class, then the number of
correctly classified cases is counted as 1.

Finally, a percentage of the correctly classified cases
are calculated on a total of 29 cases, and the results are
presented in Table 6. From Table 6, when 𝑘 = 1, CBR
performs ≈80% correctly for the pulse rate and ≈90% for the
oxygen saturation as close to the clustering algorithm (i.e., k-
means). However, the percentage of correctly classified cases
is improved while 𝑘 = 2 and the achieved value is ≈93%
for both the pluse rate and oxygen saturation. For the pulse
rate (a) and oxygen saturation (b) the confusion matrices of

Table 5: Case distribution in 3 clusters both for pulse rate (a) and
oxygen saturation (b).

(a)

Criteria Class A Class B Class C

Case ids
1, 3, 5, 7, 14,
15, 16, 17, 19,

25, 26

2, 4, 11, 12, 18,
20, 22, 28, 30

8, 9, 10, 13, 21,
23, 24, 27, 29

Total number of cases 11 9 9

(b)

Criteria Class A󸀠 Class B󸀠 Class C󸀠

Case ids
1, 3, 7, 8, 10,
12, 17, 22, 24,

28, 30
2, 5, 13, 14, 15

4, 9, 11, 16, 18,
19, 20, 21, 23,
25, 26, 27, 29

Total number of cases 11 5 13

Table 6: Classification accuracy in CBR considering clustering.

29
measurements

Percentage of correctly
classified cases (𝐾 = 1)

Percentage of correctly
classified cases (𝐾 = 2)

Pulse rate 79.30% 93.10%
Oxygen
saturation 89.65% 93.10%

Average 84.5% 93.1%

Table 7: Confusion matrix for pulse rate (a) and oxygen saturation
(b) considering 𝑘 = 2.

(a)

Class A Class B Class C Total
Class A 11 0 0 11
Class B 0 9 0 9
Class C 1 1 7 9
Accuracy in percentage 100% 100% 78% 29

(b)

Class A󸀠 Class B󸀠 Class C󸀠 Total
Class A󸀠 11 0 0 11
Class B󸀠 0 3 2 5
Class C󸀠 0 0 13 13
Accuracy in percentage 100% 60.0% 100% 29

correctly classified cases using CBR (𝑘 = 2) compare to the
clustered cases are presented in Table 7.

7.4. Classification Accuracy of CBR Considering Expert Classi-
fication. Themain goal of this experimental work is to inves-
tigate the classification performance of the CBR approach
compared to an expert of the domain. Here, the word
“expert” means a panel which consists of three researchers
working mostly with biomedical sensor signals. The panel
has examined and analyzed the cases and performed an
overall classification; that is, all the 29 test data (both pulse
and oxygen saturation measurements) from 15 subjects were
classified by the panel into three classes. The three classes are
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Figure 7: The results of different validity indices on k-means and hierarchical single linkage clustering for 𝑘 = 3, 𝑘 = 4, and 𝑘 = 5 in pulse
rate (a) and oxygen saturation (b). (A) Silhouette coefficient (SC), (B) Calinski-Harabasz index (CH), (C) Dunn’s index (DI), and (D) WB
index (WB).

(i) Class A, the measurement looks good and it is a healthy
data, (ii) Class B, the measurement looks ok and it is a normal
data, and (iii) Class C, the measurement looks different and
needs to look more in detail. A majority voting approach is
considered to perform the final classification on cases. For
example, for a case “Case id 7.1,” a set of classification is
achieved from the panel; that is, Case id 7.1 = (Class B, Class
B, and Class A) and Class B is taken for final classification of
the case. Note that the panels agree with each other in 72.4%
of the cases (21 cases out of 29).

Similar to the previous experiments, the “leave-one-out”
retrieval technique is applied for CBR, and a percentage of
correctly classification cases are calculated. Note that the
final similarity value is calculated by the weighted average
of individual similarity value of pulse rate and oxygen
saturationwhere pulse rate receives a higher importance than
the oxygen. Moreover, the experiment has been conducted
considering both 𝑘 = 1 and 𝐾 = 2 as discussed earlier.
The performance of the CBR system in terms of classification
accuracy is illustrated in Table 8.

It can be observed from Table 8 that the CBR approach
can classify with 92% accuracy for Class A, 37.5% for Class
B, and 75% for Class C while considering the singular top
most similar retrieved case (i.e. 𝑘 = 1). The performance
of the CBR classification increased while considering two

Table 8: Classification accuracy in CBR considering expert overall
classification.

Total number
of cases

Percentage of
correctly classified

cases (𝐾 = 1)

Percentage of
correctly classified

cases (𝐾 = 2)
Class A 13 92.3% 100.0%
Class B 8 37.5% 62.5%
Class C 8 75.0% 75.0%
Total 29 72.3% 83.0%

top similar classes; that is, Class A achieved 100%, Class B
achieved 62.5%, and Class C remains the same. So, in total,
the accuracy of the CBR system was 72.3% for 𝑘 = 1 and 83%
for 𝑘 = 2. The confusion matrix of correctly classified cases
using CBR and 𝑘 = 2while comparing to the expert classes is
presented in Table 9.

According to Table 9, 3 classes out of 8 cases in Class B
were misclassified as Class A, and 2 classes out of 8 cases in
ClassCweremisclassified asClassA, andClass B respectively.
According to the class definition defined by the expert, Class
A and Class B, represent as healthy or normal conditions
of the subjects, and Class C is the opposite. So, in order to
perform a sensitivity and specificity analysis, 29 cases were
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Table 9: Confusion matrix considering 𝑘 = 2 in CBR.

Class A Class B Class C Total
Class A 13 0 0 13
Class B 3 5 0 8
Class C 1 1 6 8
Accuracy in percentage 100% 62.5% 75% 29

Table 10: Statistical analysis of the CBR classification considering
𝑘 = 1.

Criteria/indices Values
Total cases 29
Not healthy (Class C) group (P) 8
Healthy (Class A + Class B) group (N) 21
True positive (TP) 6
False positive (FP) 1
True negative (TN) 20
False negative (FN) 2
Sensitivity = TP/(TP + FN) ≈0.75
Specificity = TN/(FP + TN) ≈0.95
Accuracy = (TP + TN)/(P + N) ≈0.90

further divided into 2 groups: healthy = (Class A + Class
B) and not healthy = Class C. Therefore, the healthy group
consists of 21 cases, and not healthy group consists of 8 cases.
Note that this time we only consider 𝐾 = 1 in CBR retrieval,
and the results are presented in Table 10.

As can be observed from Table 10, in healthy group,
20 cases are correctly classified that represent true negative
(TN), and 1 is misclassified that represent false positive (FP).
Similarly, in not healthy group, 6 cases are correctly classified
that represent true positive (TP), and 2 are misclassified that
represent false negative (FN). So, the sensitivity, specificity,
and overall accuracy achieved by the CBR approach are 75%,
95%, and 90%, respectively, while considering only one top
similar retrieved case (i.e. 𝑘 = 1).

8. Summary and Discussion

This paper proposed a case-based clinical decision support
system to monitor individuals’ health condition remotely.
Here, a pulse oximeter is used together with a personalized
health profile protocol. The pulse oximeter is low-cost and
easy to use sensor in any environment. The protocol helps to
establish individual health profile.

The system has been designed in three-tier client server
architecture. The measurements are collected through an
Android application, and a case library has been imple-
mented in a remote server. The development of the server
side consists of the feature extraction part to find key
parameters of interest using time, frequency, and time-
frequency domains. Besides, this paper introduces a time-
series similarity measure and a clustering approach to group
the cases offline which makes the retrieval process faster
by looking only within the most similar group of cases.
This will be helpful for large datasets, and our future target

is to test the system in a large-scale environment. A web-
enabled CDSS with advanced signal analysis capability could
be accessed via specific clients, for example, physician at a
health clinic in order to monitor health. In the web-enabled
CDSS, the system provides a number of functionalities,
such as (1) features level analysis, (2) CBR classification
with clustered measurements and (3) CBR classification with
expert opinion.

The proposed CDSS has been evaluated considering
controlled measurements, using clustered measurements, and
considering expert classification. As can be observed from
Figure 6, for the pulse rate, the classification accuracy of
the CBR approach is 96%, and for the oxygen saturation
it is 86% considering the controlled measurements. Here,
the evaluation shows better performance when the three
domains features are combined rather than single domain
features. According to the confusion matrices presented in
Table 4, the cases in baseline and activity conditions are
well classified than the other two conditions, that is, deep
breath and relax. The cases belong to these conditions are
classified as each other and could be explained by the fact
that the two conditions deep breath and relax are rather
similar [35]. Note that the classification performance for CBR
has been achieved by considering the 2 top most similar
retrieved cases (i.e., 𝐾 = 2) since the similarity value of
these two cases is often very close to each other (e.g., 96.34
and 96.10). From these experiments, it can be observed that
using different test data sets, methods and considering expert
classification, the system can perform its classification task
and generate alarms in an anomalous situation. The results
show that the approach could be applicable to use in a clinical
remote health monitoring. Nevertheless, the performance of
the system could be experimented considering a large case
library with reference cases. To show the superiority of the
proposed approach, a comparison with the other approaches
such as neural networks or support vector machine could
be obtained, and this is now ongoing. Moreover, the system
should be verified in real clinical environment for day-to-day
usage.
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