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Circulating fluidized bed steam reformers (CFBSR) represent an important alternative for hydrogen production, a promising energy
carrier. Although the reactor hydrodynamics play crucial role, modeling efforts to date are limited to one-dimensional models, thus
ignoring many of the flow characteristics of fluidized beds that have strong effects on the reactor efficiency.The flow inside the riser
is inherently complex and requires at least two-dimensional modeling to capture its details. In the present work, the computational
fluid dynamics (CFD) simulations of the hydrodynamics of the riser part of a novel CFBSR were carried out using two-phase
Eulerian-Eulerian approach coupled with kinetic theory of granular flow andK-𝜀model. Cold flow simulations were carried under
different fluidization regimes. It was found that catalyst of Geldart’s type “A” particle is more efficient for flow inside the catalytic
reactor and dense suspension upflow (DSU) fluidization regime yields the best homogeneous catalyst distribution in the riser and
thus best reactor performance. The optimum range for catalyst flux was found to be higher than 1150 kg/m2⋅s for a gas flux of
6.78 kg/m2⋅s. It was also noted that the value of 500Kg/m2⋅s for catalyst flux represents the critical value below which the riser will
operate under pneumatic transport regime.

1. Introduction

Hydrogen has many uses in chemical and energy industries;
it is an essential raw material and component for ammonia
production and in all hydrocracking plants. It is gaining
much attention as the second important energy carrier after
electricity [1]. The continuous and fast development in fuel
cells technology increased the importance of hydrogen as it
is the most efficient feed for fuel cells since it produces only
water when utilized [2].

Steam reforming of hydrocarbons is the main production
method of hydrogen, especially from methane [3], although
the use of higher hydrocarbons [4] and biodiesel [5, 6] is
gaining more attention. Typically, the process involves a fixed
bed reactor with special focus on heat transfer efficiency
of the system. New reformer designs are investigated to
attempt to overcome the process mass transfer, equilibrium

limitations, and catalyst deactivation hurdle. A comparison
between different reformers generations is presented in
Table 1.The fundamental structure of the circulating fluidized
bed membrane reactor (CFBMR), the most recent design, is
shown schematically in Figure 1.

Circulating fluidized bed membrane reactors (CFBMR)
in general can be operated under different fluidization
regimes, most commonly fast fluidization (FF), dense sus-
pension upflow (DSU), or pneumatic transport (PT) regimes;
thus, there is virtually no hydrodynamic limit to the flow rates
used. Fast fluidization regime is characterized by the well-
known core-annulus structure where an annular structure of
down flowing solids is observed near the column walls while
the particles load decreases considerably near the column
center. On the other hand, Grace et al. [7] observed that
in some cases of DSU regime solids may flow upwards
over the entire column cross section at high gas velocities.
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Table 1: Comparison between fixed bed steam reformers, bubbling fluidized bed steam reformers (BFBMSR), and circulating fluidized bed
membrane steam reformer (CFBMSR).

Fixed bed BFBMSR CFBMSR

Catalyst particle size
(for the same flow rate)

Large to decrease pressure
drop (8–16mm)

Relatively larger than that
of CFBMSR (0.2–0.35mm)

Fine particles are used ensuring higher
effectiveness factor
(0.05–0.15mm)

Pressure drop Very high (2–4 atm) Moderate (0.2–0.4 atm) Low
(around 0.1 atm)

Effectiveness factor Very low (10−2–10−3) High (∼1) High (∼1)
Gas flow rate Low Medium High, allowing for higher productivity

Catalyst regeneration Shutdown required Shutdown typically needed
No need for shutdown due to the

presence of downer; also regeneration
allows autothermicity of the operation

Thermodynamic
equilibrium limitation

Existing due to absence of
hydrogen membranes

Not existing because of
hydrogen removal Not existing because of hydrogen removal

Product gases

Gas + solid catalyst

Sweep gas + H2Sweep gas

Sweep gas

+ H2
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Figure 1: Novel circulating fluidized bed steam reformer, repro-
duced from [8].

Thiswas attributed to a higher flux of solids than in FF regime.
Also DSU is characterized by solids volume fraction higher
than 7% [7] to distinguish it from “pneumatic transport”
where solids are also moving upward over the whole cross
section. The transition conditions between the three regimes
are shown in Figure 2.
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Figure 2: Schematic representation of transitions between FF to
DSU or PT, reproduced from [9].

Several regime maps have been proposed in the literature
for the direct predetermination of the gas-solid contact
regime.The map developed by Grace [10] has not considered
the effect of gas flux on prevailing regimes and thus failed
to differentiate between FF, DSU, and PT. Kim et al. [11]
proposed a new flow regime map to distinguish between the
three regimes. Their map was fitted frommany experimental
data for flows in different circulating fluidized bed reactors
(CFBRs) and considered the variation in flow with riser
height due to the change in particles void fraction.

Both Grace [10] and Kim et al. [11] maps were used
in the current work to predict the prevailing regimes due
to the absence of any experimental data for the geometry
and conditions used in the work. The unavailability of
experimental data also prevented quantitative validation of
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the present model results and only qualitative compar-
isons were performed against experimental data from differ-
ent risers’ geometries. Previous qualitative validations were
reported in the literature due to the lack of experimental data
for similar reactor geometries and flow conditions [12–14].

To predict the proper hydrodynamic regime for optimum
catalyst selectivity and process yield, a rigorous mathe-
matical model for the CFBSR is needed. This cold flow
model, even without including membrane effects, will pro-
vide guidance to pilot reactor testing through investigat-
ing the influence of reactor configuration and fluidization
regime on hydrodynamics and catalyst circulation. The
absence of kinetics effect and membranes is expected to
lead to discrepancies from the actual design, but this work
presents a forerunner study of a membrane CFBSR. This
approach of breaking sophisticated physical phenomena
into different modeling levels has been employed by many
researchers especially for CFD modeling of CFBRs [12, 15–
17]. This study is also useful for nonmembrane CFBSR,
keeping in mind the relatively higher cost of hydrogen
membrane reactors owing to the membranes cost, which
is expected to decrease in the coming decade [18–20]. At
this stage of the novel steam reformer study, the authors
are concerned with the flow characterization under different
fluidization regimes. The following stages will comprise
the coupling of the flow hydrodynamics with the reaction
kinetics and the inclusion of hydrogen membranes. This
work helps in simplifying the complex multiphase flow
behavior inside the riser of a novel high yield hydrogen steam
reformer.

The remainder of the paper will summarize the previous
work done on modeling the riser section of CFBSR, followed
by a brief description of the used model, which was detailed
in an earlier work by the present authors [21]. The results
and discussion are then presented and the key findings are
summarized in the conclusions section.

2. Model Formulation

Chen et al. [22] simulated the flow inside the CFBSR
riser using a plug flow model with no axial dispersion,
thus discarding many hydrodynamics details which lead to
inaccurate model predictions. Their work did not consider
the nonuniform radial distribution of catalyst particles char-
acterizing flow in CFBR nor the continuous gas-catalyst
interactions, which affect the interphase mass and heat
transfer and the estimated residence time distribution of the
catalyst. Moreover, they applied the assumption of no-slip
between the gas and solid phases results in identical residence
time for the gas and catalyst which is in disagreement with
many experimental findings [23–25].

Due to such limitations of the unidirectional model, the
authors of this study considered the use of computational
fluid dynamics to understand the hydrodynamics effects
inside the riser part of the CFBSR system. The modeling of
the complex hydrodynamics and reaction behavior inside the
CFBSR is carried out in stages. In the first phase, the flow
under different fluidization regimes without membranes and

in absence of chemical reactions is to be characterized. In the
following stages the flow behavior will be coupled with the
reaction kinetics. The flow behavior inside the CFBSR riser
under the fast fluidization regime was characterized and the
results were published in an earlier study [21]. The reactor
dimensions used in the present work are based on earlier
findings [22], where it was shown that a 2m tall reactor of∼4󸀠󸀠
diameter will be enough for ∼95% conversion of methane in
presence of hydrogen membranes.The relatively short length
of the reactor can allow for its use in conjunction with fuel
cells in automotives.

The solved cases under FF regime showed that the
CFBSR must be operated under high density and high flux
conditions, as defined by H. Zhu and J. Zhu [26], using
nickel/alumina catalyst of Geldart’s “A” type [27]. Different
Geldart’s type particles have been tested in one of our earlier
studies [21] and type “A” was found to give the best particles
flow mixing for high density and high flux conditions. In
addition, the FF regime was found to be incompatible with
fast reactions under quick catalyst deactivation as is the
case for steam reforming. This analysis was attributed to
the high solids residence time distribution (RTD) caused by
the catalyst back mixing [21]. Diminished reactor yield and
selectivity were also shown owing to the unequal solids RTD
along the reactor. Our previous results also suggested that the
DSU regimemight bemore suitable, relative to FF regime, for
the fast steam reforming reactions due to the observed higher
catalyst radial uniformity distribution.

This work focuses on investigating the suitability of DSU
regime for the CFBSR in comparison to the FF regime and
on preliminary optimization of the DSU conditions. The
previously developed two-dimensional CFD model [21], for
the riser part (without membranes) of the CFBSR, will be
used for the flow modeling. The model equations of this
multiphase flow system were solved numerically using the
commercial CFD package FLUENT 6.3.2. The model results
were not validated qualitatively with experimental data due to
the lack of data for similar geometry and operating conditions
appropriate for the small-scale production of hydrogen for
fuel cell applications [28]. Subsequently, a parametric study
was conducted for some of the model numerical parameters.
A summary of the solved cases is shown in Table 2.

The inlet gas composition was held constant together
with a temperature of 923K and pressure of 5 atm for all
the cases, while the gas mass flux, 𝐺

𝑔
, catalyst mass flux,

𝐺
𝑠
, and inlet catalyst volume fraction, 𝜀

𝑠
, were varied. The

inlet gas consisted of methane, water vapor, carbon dioxide
and hydrogen at compositions of 20, 72.5, 2.5, and 5.0%
respectively. The reactor dimensions are based on the results
of the process kinetics model by Chen et al. [22] of 2m tall
and ∼4󸀠󸀠 diameter.

The inlet gas velocity was defined as a fully developed
one-seventh power law turbulent profile using user defined
functions (UDF) written in “C” language and then compiled
in FLUENT. The superficial gas velocity at the inlet varied
between ∼3 and 6m/s for the different simulation cases based
on the inlet gas flux.The velocity values, which can be directly
calculated from the gas flux and density, and the turbulent
flow profile were justified by the simulation results.
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Table 2: Summary of used inlet flow conditions for the different cases solved.

Operating condition Dense suspension upflow (DSU) Fast fluidization Pneumatic transport
Case 1 Case 2 Case 3 Case 4

𝐺
𝑠
(kg/m2s) 1150 500 1500 250

𝐺
𝑔
(kg/m2s) 6.78 6.78 3.4 6.78

𝜀
𝑠

0.2 0.2 0.2 0.2

Table 3: Summary of the used Eulerian-Eulerian model.

Conservation equations
Continuity
𝜕

𝜕𝑡

(𝛼
𝑞
𝜌
𝑞
) + ∇ ⋅ (𝛼

𝑞
𝜌
𝑞
V
𝑞
) = 0

𝛼
𝑔
+ 𝛼
𝑠
= 1

Species equation: 𝜕
𝜕𝑡

(𝛼
𝑞
𝜌
𝑞
𝑥
𝑖

𝑞
) + ∇ ⋅ (𝛼

𝑞
𝜌
𝑞
V
𝑞
𝑥
𝑖

𝑞
) = ∇ ⋅ (𝛼

𝑞
𝜌
𝑞
𝐷
𝑖

𝑘
∇𝑥
𝑖

𝑞
) + 𝑆
𝑞

Momentum
𝜕

𝜕𝑡

(𝛼
𝑞
𝜌
𝑞
V
𝑞
) + ∇ ⋅ (𝛼

𝑞
𝜌
𝑞
V
−

V
𝑞
) = ∇ ⋅ 𝜏

𝑞
− 𝛼
𝑞
∇𝑝 + 𝛼

𝑞
𝜌
𝑞
𝑔 + 𝐹
𝑞

For gas phase
𝐹
𝑞
= Kgs (Vs − Vg)

𝜏
𝑔
= 𝛼
𝑔
𝜇
𝑔,eff (∇V𝑔 + ∇V

𝑇

𝑔
) + 𝛼
𝑔
(𝜆
𝑔
−

2

3

𝜇
𝑔
)∇ ⋅ V

𝑔
𝐼

𝜇
𝑔,eff = 𝜇𝑔 + 𝜇𝑔,𝑡

For solid phase
𝐹
𝑞
= Ksg (Vg − Vs)

𝜏
𝑠
= −𝑃
𝑠
𝐼 + 𝛼
𝑠
𝜇
𝑠
(∇V
𝑠
+ ∇V𝑇
𝑠
) + 𝛼
𝑠
(𝜆
𝑠
−

2

3

𝜇
𝑠
)∇ ⋅ V

𝑠
𝐼

𝜆
𝑠
=

4

3

𝛼
𝑠
𝜌
𝑠
𝑑
𝑠
𝑔
0,𝑠𝑠
(1 + 𝑒

𝑠𝑠
) (

Θ
𝑠

𝜋

)

1/2

Energy
𝜕

𝜕𝑡

(𝛼
𝑞
𝜌
𝑞
ℎ
𝑞
) + ∇ ⋅ (𝛼

𝑞
𝜌
𝑞
V
𝑞
ℎ
𝑞
) = −𝛼

𝑞

𝜕𝑝
𝑞

𝜕𝑡

+ 𝜏
𝑞
: ∇V
−𝑞

− ∇ ⋅ 𝑞
𝑞

+ 𝑄
𝑃𝑄
+ 𝑆
𝑞

𝑄
𝑔𝑠
=

6𝑘
𝑔
𝛼
𝑔
𝛼
𝑠
𝑁𝑢
𝑔

𝑑
2

𝑠

(𝑇
𝑔
− 𝑇
𝑠
)

Kinetic fluctuation energy (granular temperature)
3

2

[

𝜕

𝜕𝑡

(𝜌
𝑠
𝛼
𝑠
Θ
𝑠
) + ∇ ⋅ (𝜌

𝑠
𝛼
𝑠
V
𝑠
Θ
𝑠
)] = (−𝑃

𝑠
𝐼 + 𝜏
𝑠
) : ∇V

𝑠
+ ∇ ⋅ (𝑘

Θ𝑠
∇Θ
𝑠
) − 𝛾
Θ𝑠
+ 𝜙
𝑔𝑠

2.1. CFD Modeling. The simulations were carried using two-
phase Eulerian-Eulerian approach coupled with kinetic the-
ory of granular flow (KTGF) with the addition of frictional
stress models and turbulence was considered using a K-𝜀
model for each phase (gas and granular phases).

The details of the model equations and the solution
procedure were presented earlier [22]. A list of the equations
is shown in Table 3.

In comparison to single-phase flows, the number of terms
to be modeled in the momentum equations in multiphase
flows is large, and this makes the modeling of turbulence
in multiphase simulations extremely complex. In the (𝑘-𝜀)
turbulence model, the continuous phase turbulence is mod-
eled using transport equations for turbulent kinetic energy, 𝑘,
and turbulent energy dissipation rates, 𝜀, which are then used
to determine the turbulent viscosity. The effective gas phase
viscosity, part of the gas stress tensor, is then determined by

adding the turbulent viscosity, to the gas dynamic viscosity.
The same approach was applied for the solid phase, where
a turbulent component of the solids viscosity could also
be calculated by solving two extra transport equations for
turbulent kinetic energy and dissipation of the solids phase;
then the effective solids viscosity is 𝜇

𝑠,eff = 𝜇𝑠 + 𝜇𝑠,𝑡.
Due to the effect of drag force models on the catalyst

distribution in the riser, different models have been tested.
There are many drag force models available in the literature
though the two commonly used are those by Syamlal and
O’brien [29] and Gidaspow [30], followed by those of Wen
and Yu [31] and Arastoopour et al. [32]. The last two are
known to be used for dilute systems which is not the case in
this work. Both Syamlal and O’brien [29] and Gidaspow [30]
models showed comparable results for our setup. The results
presented in this work are using the Syamlal and O’brien [29]
drag force model.
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(a) (b)

Figure 3: Section beside the riser wall before adaptation (a) and after adaptation (b) to show how the number of cells was increased for the
grid dependency test.
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Figure 4: Radial profiles of catalyst volume fraction and axial velocity after 40 sec of flow at 0.75 and 1.5m.

2.2. Modeling Parameters. Some of the parameters that
appear in the different conservation and constitutive equa-
tions are the radial distribution function (𝑔

0,ss), solid-wall
restitution coefficient (𝑒ws), and specularity coefficient (𝜙).
The values of those parameters were reported to be critical for
the accuracy of the CFD model. Accordingly, the sensitivity
of themodel to these parameters was examined in the present
parametric study.

Although there are many empirical correlations in the
literature to represent the radial distribution function, most
of them are dedicated for cases of more than one solid
phase, different particle size grains. By setting number of
solid phases to one, a correlation may be obtained for the
current single particle size case, but this is not recommended
especially for empirical equations. Thus, only the equations
correlated for single size particles will be considered. Two
correlations in the literature for the unisize case were used
in most engineering simulations [23], Lun and Savage [33]

and Ogawa et al. [34]. The former [33] will be adopted in the
present work.

Sinclair and Jackson [35] and other authors [36, 37] found
that theirmodels for gas-solid flow in risers exhibited extreme
sensitivitywith respect to the values of restitution coefficients.
On the contrary, Almuttahar and Taghipour [38] reported
that the wall restitution coefficient has a minor effect on the
flows in CFBs for Geldart’s A particles. This disagreement
could be resolved by incorporating turbulence models for
both phases [36, 39, 40]. Due to such disagreement, the
sensitivity of the results to the wall restitution coefficient
(𝑒
𝑤𝑠
) was examined in this study. Restitution coefficients in

CFBRs usually have values ranging from 0.9 to 0.99 [41–44]
depending on the particle types and flow conditions. Other
authors [45, 46] reported that using a value of unity can lead
to better results in some cases but that approach was opposed
by [41, 44] since this elastic collision assumption leads to the
unphysical disappearance of solid clusters.
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Figure 5: Radial profiles of catalyst volume fraction and axial velocity at 1m after 40 seconds of flow for different particle-wall restitution
coefficient values.

Specularity coefficient (𝜙) is a measure of the fraction of
tangential collisions which transfer momentum to the wall.
It is equivalent to one minus the tangential restitution coef-
ficient [47] and was previously estimated to range from 0.5
to 0.6 [48, 49]. Almuttahar and Taghipour [38] showed that
a specularity coefficient close to zero (which corresponds to
free-slip at the wall) gave better agreement with experimental
results in a high densityCFB,which also agreedwithRanades’
[47] findings that decreasing the specularity coefficient leads
to a flatter solids velocity profile. It was also shown by Li et
al. [50] that the solid-phase wall boundary condition needs
to be modeled carefully due to its considerable impact on
the hydrodynamics. Again, the sensitivity of the results to the
specularity coefficient was examined in this study.

3. Results and Discussion

3.1. Grid Independence and Numerical Parameters Sensitivity.
To confirm that the CFD results are independent of the mesh
size, simulations were solved for 36000 cells and 47000 cells
for the first case and then results were compared.The number
of cells was increased using the grid adaptation option in
FLUENT by refining the adjacent cells to the walls or the
whole computation domain. Both approaches confirmed the
grid independence for the lower number of cells (36000).
Only the results of refining up to 4 cells beside the walls are
shown in Figure 3.

The adaptation was performed after 10 seconds from the
start of the flow and both cases were run for 30 more sec-
onds; then the radial solids concentration and axial velocity
profiles, at different elevations, were compared. As shown
in Figure 4, results turned out to be nearly the same which

indicates that the coarser mesh is sufficient for providing
practically mesh independent results and thus was used
through the rest of this study.

Figure 5 shows the sensitivity of the simulation results to
varying the wall restitution coefficient (𝑒

𝑤𝑠
). No significant

change occurred for the catalyst volume fraction and its axial
velocity, at the middle of the riser, by varying the restitution
coefficient from 0.9 to 0.95. This finding agrees with what
Neri and Gidaspow [51] reported that the wall restitution
coefficient plays only minor roles in a CFBR with Geldart’s
type “A” particles. They used two values for 𝑒

𝑤𝑠
, 0.8 and 0.96,

and found that 𝑒
𝑤𝑠

has little effect on solids concentration
near the wall but does not affect the overall flow pattern. A
value higher than 0.95 will lead to an increase in the catalyst
concentration at the wall by only small fraction but will not
influence the overall dynamic behavior of the flow.

It is clear from Figure 6 that increasing specularity coef-
ficient value from 0.01 to 0.6 has only slight effect at near
wall region but has no influence on the overall flow dynamics.
A higher specularity value indicates rougher wall and hence
a lower catalyst velocity near the wall and slightly higher
volume fraction as shown in the figure.

3.2. Dense Suspension Upflow Regime. The transient behavior
of flow development in the riser for case number 1 is shown
in Figure 7. Initially the riser was empty and then the gas
and catalyst were introduced from the bottom of the riser.
The gas was introduced at the inlet boundary as a fully
developed turbulent profile. After 1 second, it was found
that the flow is still developing where the catalyst has nearly
reached the middle of the riser height. Owing to the high
gas inlet velocity (∼6m/s), relative to catalyst inlet velocity



ISRN Chemical Engineering 7

0

2

4

6

8

0

Ca
ta

ly
st 

ax
ia

l v
elo

ci
ty

 (m
/s

)

10.80.60.40.2
r/R

Specularity coefficient = 0.01

Specularity coefficient = 0.6

(a)

0

0.05

0.1

0.15

0.2

0.25

0.3

0

Ca
ta

ly
st 

vo
lu

m
e f

ra
ct

io
n

r/R

10.80.60.40.2

Specularity coefficient = 0.01

Specularity coefficient = 0.6

(b)

Figure 6: Radial profiles of catalyst volume fraction and axial velocity at 1m after 40 seconds of flow for different specularity coefficient
values.
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Figure 7: Transient distributions of catalyst volume fraction in the
riser operating at DSU regime.

(∼2m/s), the catalyst was mainly carried by the gas and was
dragged towards the riser wall as it moved upward. The flow
was developing inside the riser with noticeable changes in
catalyst volume fraction in the axial direction for the first 15
seconds of the flow, after that the main flow variations were
occurring in the radial direction for the next 10 seconds. The
contours of catalyst volume fraction were nearly similar at
25 seconds and 40 seconds from the beginning of the flow,
which infers the occurrence of quasisteady state condition
starting after ∼25 seconds from the beginning of the flow.
After 40 seconds of the flow, there was no net downwards
flow of the catalyst near the wall; catalyst particles aremoving
upward through the whole riser cross section which confirms
the establishment of the DSU flow as shown in Figure 8.
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Figure 8: Catalyst velocity vectors between 0.9 and 1m of the riser
after 40 seconds of the flow in DSU case.

The axial profile for the catalyst volume fraction
(Figure 9) showed a pattern similar to that reported by
Lim et al. [23] for dense flows. At the bottom of the riser
there is a dense, relatively short region followed by a nearly
constant profile over the rest of the riser. This is in qualitative
agreement with the experimental results of [23] and our
model predictions. The presence of dense bottom zone was
also reported by other authors [52, 53]. It is also clear from
Figure 9 that the average catalyst volume fraction in the riser
is around 10% (void fraction of 90%) which again confirms
the DSU regime, since the average volume fraction is higher
than 7%, as suggested by [11].

Figure 10 shows that the axial velocity of catalyst at the
riser wall is ∼4m/s at 1m height of the riser. This relatively
high velocity leads to a more uniform catalyst radial velocity
profile which is a characteristic feature of DSU regime
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Figure 9: Axial profile for catalyst volume fraction in the riser operating at DSU regime qualitatively validated against [23].
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Figure 10: Radial profile of catalyst axial velocity at 1m of the riser
operating in DSU regime.

together with more uniform catalyst radial volume fraction
profile (Figure 11) compared to those of FF regime [11, 38, 54].

3.3. Behavior of Catalyst Close to the Riser Wall. Although
the radial profile of catalyst volume fraction, as shown
in Figure 11, agrees qualitatively with many works in the
literature, the absence of catalyst just beside the wall was
rarely referred to in the literature. Passalcqua [55] pointed
out that the absence of catalyst in the vicinity of the wall
is physically acceptable even if not reported experimentally,
since as the catalyst particles hit the wall they move a little bit
away and do not stick to the wall. Also, in the experimental
literature for granular flow in CFBR, there are no references
to measurements that were taken just beside the wall because
probes may not have accurate results for those regions and
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Figure 11: Radial profile of catalyst volume fraction at 1mof the riser
operating in DSU regime.

even the laser doppler anemometers (LDA) are not highly
reliable for solids measurements.

Radial profile of granular temperature (Figure 12) shows
that it has a maximum value just beside the wall, about 4
orders ofmagnitude greater (Figure 12(b)) than the rest of the
cross section (Figure 12(a)), and is minimum at the region of
highest catalyst concentration. Catalyst particles hit the wall
and get reflected; as a consequence the velocity variance is
high, even though the mean flux across the wall is zero due to
the impermeability condition. A high velocity variance leads
to a high granular temperature, since granular temperature
is proportional to the square of velocity variance, and thus a
lower particle concentration.

Grid adaptation was carried out for near wall cells
(Figure 3) and a lower wall restitution coefficient was used
(𝑒
𝑤𝑠
= 0.6) to check if that will change the trend near the wall,

but results turned out to be roughly the same with catalyst
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Figure 12: Radial profile of catalyst granular temperature at 1m of the riser operating in DSU regime with near wall points (a) and without
near wall points (b).
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Figure 13: Axial profile for catalyst volume fraction in the riser operating at FF regime qualitatively validated against [23].

volume fraction being the lowest just beside the wall. This
observation can be attributed to the limitations of available
models. The failure of models to accurately predict the
radial segregation of solids and therefore underestimations
of the solids concentration at the walls were reported by
some CFBRs modelers [42, 49, 56]. Simplifications in CFBRs
models, like neglecting electrostatic forces between particles
and reactor walls, were introduced for the reduction of
computational difficulties of the complexmultiphasemodels.

3.4. Comparing DSU and FF Regimes inside the CFBSR. The
solved case under FF regime (case 3), which was presented in

previous work [21], showed a DSU regime in the first third
of the reactor height, followed by the FF regime over the
rest of the riser height. The comparison of the catalyst radial
distribution in the two zones suggested a higher quality of
the DSU regime over the FF for the fast reactions like the
steam reforming under investigation in this study. The flatter
profile of catalyst volume fraction over the riser diameter
reveals better catalyst mixing and homogeneity in the radial
direction.

The quality of axial mixing was also examined by the
axial profile of the mean time catalyst void fraction. By
comparing Figures 9 and 13, it is evident that DSU regime
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offers better axial mixing all over the riser. While in DSU
case the axial profile of mean time catalyst void fraction
is nearly vertical, and that of FF is subjected to variations
and transition zones. Thus, DSU regime is more suitable for
carrying steam reforming in the riser from the point of higher
axial homogeneity. Moreover, the lower catalyst residence
time and more uniform RTD favored by DSU regime assure
its advantages over FF regime for steam reforming reaction.

It can be concluded that the flow properties in DSU
regime are favorable for short contact time reactions like
steam reforming. With high solids loading and relatively
more homogeneous flow structure in both radial and axial
directions, better reactor performance is expected. The
absence of back mixing leads to a more homogeneous res-
idence time distribution, important to ensure good process
selectivity and conversion.

3.5. Optimum Conditions Range at DSU Regime. To investi-
gate the effect of inlet catalyst volume fraction on the overall
flow and catalyst volume fraction, a DSU case was solvedwith
exactly the same setup but with higher inlet catalyst volume
fraction. It was found that the axial and radial profiles for
cross-sectional average catalyst volume fraction are nearly the
same for both cases with the main difference at a short dense
region at the first few centimeters of the riser. This dense
region may be of great use in reactive system where much of
the feed can get reacted there, but that needs careful study
using reactive cases together with inlet geometry effect using
available inlet designs for CFBRs which is not included in this
study.

The amount of circulating catalyst plays an important role
in increasing yield and impacts the flow hydrodynamics. As
the catalyst flux increases, more uniform catalyst distribution
in the axial direction can be attained.The flow under catalyst
flux of 1150 kg/m2⋅s (Case number 1) was compared to those at
fluxes of 250 kg/m2⋅s and 500Kg/m2⋅s (Cases number 2 and
4), all for gas flux of 6.78Kg/m2⋅s. The axial profile for the
densest flow (1150Kg/m2⋅s) showed the most uniform axial
catalyst distribution with nearly vertical profile as shown in
Figure 14.The 250Kg/m2⋅s case shows a very dilute flow with
catalyst average concentration of about 3% which implies a
pneumatic transport regime unsuitable for reactive flows due
to the relatively low catalyst concentration. The 500Kg/m2⋅s
case has nearly an average catalyst fraction of about 7%which
is considered the limit between DSU and PT regimes.

Thus, for DSU regime the higher the catalyst flux, the
more uniform the profile and thus the better the mixing in
axial direction. It can be deduced that a DSU regime with
even higher catalyst flux (1500Kg/m2⋅s for say) can provide
more suitable conditions for the steam reforming reaction
from axial mixing stand point.

However, it is important to note that the flow distribution
in DSU is still subject to significant radial gradients, with
considerably higher concentrations of particles near the walls
than in the core of the riser. In contrast to the effect of
increasing catalyst flux on axial mixing, here the radial
homogeneity decreases with increasing the flux as shown
in Figure 15. Those two contradicting effects must be taken
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Figure 14: Effect of inlet catalyst flux on catalyst volume fraction
axial profile at different catalyst fluxes for 6.78 kg/m2⋅s of gas flow.
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Figure 15: Effect of inlet catalyst flux on catalyst volume fraction
radial profile at different catalyst fluxes for 6.78 kg/m2⋅s of gas flow
at 1m of the riser height.

in consideration while determining the optimum mixing in
both directions, radial and axial.

4. Conclusion

It can be concluded that for optimum reactor yield, the
CFBSR should be operated under DSU regime with a catalyst
of Geldart’s “A” type under high flux exceeding ∼500Kg/m2⋅s
for the studied flow conditions. The overall catalyst mixing
in the reactor is highly dependent on the catalyst flux
inside the reactor at such high loadings. It was found that
increasing the catalyst flux leads to two competing effects
in the axial and radial mixing qualities, which determines
the optimum catalyst flux values for the different gas flow
conditions. As for the effect of inlet catalyst concentration
on the reactor performance, it still needs further study at
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reactive conditions, as opposed to the cold flow runs in this
publication, to set its optimum range. These catalyst rates
and conditions are for a gas flux of 6.78Kg/m2⋅s operating
at 5 atma and 923K, favoring the shift of the steam reforming
equilibrium reaction to products side. The results from this
study set the operating ranges for the reactive flow study to
be conducted next.

Notation

𝐶
𝐷
: Drag coefficient

𝐷: Diffusivity, m2/s
𝑑
𝑠
: Diameter of the solid-phase particles, m

𝐹: Interphase momentum exchange term
ℎ: Specific enthalpy, J/kg
K: Interphase exchange coefficient
𝑘: Thermal conductivity
𝐾: Turbulent kinetic energy
Nu: Dimensionless Nusselt number
𝑇: Phase temperature
𝑘
Θ𝑠
: Diffusion coefficient

𝑃: Pressure, Pa
𝑄
𝑝𝑄
: Intensity of heat exchange between two phases

V: Velocity vector, m/s
V
𝑟,𝑠
: Terminal velocity of the solid phase, m/s

𝑥: Mass fraction.

Greek Letters

𝛼: Volume fraction
𝜌: Density, kg/m3

𝜏: Stress-strain tensor
𝛾
Θ𝑠
: Collisional dissipation of energy

𝜙
𝑔𝑠
: Energy exchange between the gas and solid phases

𝜀: Turbulent dissipation rate
𝜇
𝑡
: Turbulent eddy viscosity

𝜇: Dynamic viscosity
𝜙: Specularity coefficient
Θ
𝑠
: Granular temperature as defined by [57].

Subscripts

𝑔: Gas
𝑝: Particle
𝑞: Phase 𝑞, either gas or solid
𝑠: Solid.
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“Biomass to hydrogen via fast pyrolysis and catalytic steam
reforming of the pyrolysis oil or its fractions,” Industrial and
Engineering Chemistry Research, vol. 36, no. 5, pp. 1507–1518,
1997.

[6] S. Czernik, R. French, C. Feik, E. Chornet, C. Gregoire-Padró,
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