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,is study aims to improve the social and political literacy of college students. Social and Political Education (SPE) is studied for
undergraduates. Firstly, the background of the subject research is introduced. ,e face recognition module is built based on deep
convolutional neural network (DCNN). ,e sociopolitical situation of the study subjects is analyzed through a questionnaire.
Secondly, a model of the learning process is constructed. Finally, the SPE online course learning platform is constructed. Empirical
studies are divided into experimental and control groups. ,e findings show that all model assumptions are valid. ,ere is a
significant structural relationship between the influencing factors of the SPE learning process of college students in the study area.
,e students selected as research objects lack innovation and critical thinking in the learning process and have certain deficiencies
in innovative thinking and critical thinking.,e questionnaire has good reliability and validity.,e predicted data of the designed
platform are compared with the predicted data of the control group. Social science competencies by gender are compared. ,e
results showed little difference in the effectiveness of students using other methods for sociopolitical learning. ,e data of the
experimental group before and after the test are quite different, indicating that the designed experimental platform has played a
certain positive role. ,ere are significant differences in the posttest data between the experimental group and the control group,
indicating that the constructed online course learning model has a positive impact on students’ innovative thinking and critical
thinking. Women’s learning motivation and transfer learning ability are stronger than those of men. ,e constructed model has
certain feasibility for the learning of SPE online courses with face recognition module. ,ese contents provide a reference for the
reform of social and political courses.

1. Introduction

1.1.Conceptual or(eoretical Framework. As being the main
force in building the country, college students are urged to
improve their social and political quality. ,rough the de-
velopment of social and political courses, colleges and
universities shape the world outlook, outlook on life, and
values of college students and promote the healthy growth of
college students [1]. ,e establishment of social and political
courses in colleges and universities is the main means for
colleges and universities to carry out Social and Political
Education (SPE) to college students. ,erefore, the devel-
opment and reform of political thought courses in colleges
and universities have been widely concerned [2]. Traditional

social and political courses are mostly led by teachers, who
conduct conceptual social and political knowledge com-
ments. Under this kind of teaching method, students’ en-
thusiasm for participation is not high. Meanwhile, the
effectiveness of social and political classrooms in improving
students’ social and political literacy is not high [3].

Deep learning (DL) technology is widely used in the
calculation of big data resources. If big data is the raw
material, then DL is the raw material processing plant. DL
technology is highly intelligent. In recent years, it has been
applied in the field of SPE. DL algorithms can capture, filter,
model, and analyze the big data of human consciousness in
the process of SPE. With the continuous use and analysis of
SPE big data resources by DL algorithms, the SPE resources
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analyzed by artificial intelligence (AI) will become more and
more regular and systematic. Liu pointed out that DL al-
gorithms can more accurately predict the big data of edu-
cators’ thoughts and behaviors by analyzing this data. It can
determine targeted educational content, adopt customized
methods to carry out education, and achieve the precise
teaching [4]. Under the influence of DL technology, SPE in
the new era has developed better. However, intelligent social
politics cannot replace the traditional form of SPE. ,e
combination of intelligent social and political and traditional
social and political can complement each other. Intelligent
SPE can accurately teach, self-innovate, and expand the
scope of education, creating a tailor-made social and po-
litical program for each educated person. Zhang et al. used
AI-based precision SPE and found that smart SPE can
achieve precise identification, precise customization, precise
transmission, and precise feedback [5]. Zhang et al. com-
bined DL technology with VR technology and SPE to create
a more unique education model [6].

Due to the low efficiency of SPE in colleges and uni-
versities at this stage, deep learning technology has been
introduced to study the learning model of college students’
SPE online courses. ,e hypothetical model construction
based on deep learning technology introduces the influ-
encing factors of deep learning technology and the status
quo of college students’ SPE. ,e designed questionnaire is
used to construct the structural equation modeling (SEM).
Finally, empirical research is analyzed. Section 2 is the
analysis of the status quo of SPE research for college stu-
dents. Section 3 describes the design of SPE online courses in
colleges and universities. Section 4 constructs an online
platform for SPE in colleges and universities. Section 5
analyzes the construction results of the college SPE online
course model. ,e innovation is that for the first time, deep
learning technology is introduced to the study of SPE of
college students. ,e SEM is used to analyze the relationship
between the influencing factors of college students’ deep
learning. ,is study focuses on the mechanism of the
learning process. ,e research content is that the im-
provement of college students’ social and political literacy in
the new era has a positive effect.

1.2. Related Research. Machine learning has a pivotal po-
sition in the field of artificial intelligence (AI). Artificial
Neural Network (ANN) is one of the very active branches in
the field of computational intelligence and machine learning
[7, 8]. In recent years, deep learning algorithms are a
breakthrough in the field of machine learning research
[9, 10]. At the beginning of the 21st century, Canadian
scholars put forward the concept of deep learning and
started the research boom of deep learning [11, 12]. After
years of development, deep learning technology has
achieved outstanding performance in the fields of computer
vision, natural language processing, and speech recognition
[13]. ,e application of deep learning technology in the field
of education has promoted the transformation of learning
management models and teaching models [14]. ,e deep
learning open-source framework has the characteristics of

strong flexibility and portability, including Caffe, Tensor-
Flow, ,eano, and Keras. ,erefore, it is widely used in the
field of education [15, 16].

,e application of deep learning technology is less in the
graduation thesis of undergraduates majoring in social
sciences. ,e discussion of DL technology focuses on the
discussion of related social science issues and only stays on
the method of use, such as the prediction of academic
performance [17]. ,e application research of DL technol-
ogy in teaching is mainly focused on the application of social
science master’s thesis online examination and other edu-
cation systems [18]. Researchers proposed a DL-based target
detection algorithm and designed an online examination
abnormal behavior detection system. ,e system realizes
automatic proctoring [19]. ,e social science doctoral dis-
sertationmainly studies text mining technology based on DL
technology. An extraction model that integrates the rela-
tionship between sentences is proposed.,emodel is used to
train relational classifiers based on existing natural language
syntactic structure information. Finally, this model lays the
foundation for the application of distance education in the
field of education [20]. ,e detailed curriculum design plan
for undergraduate thesis, master thesis, and doctoral thesis is
shown in Figure 1. In the process of searching for docu-
ments, there are relatively small differences in the curric-
ulum structure design in the undergraduate thesis, master
thesis, and doctoral thesis, but there are obvious differences
in the use of DL technology, as shown in Figure 1.

,ere are generally little researches on deep learning
technology in the field of social sciences, and there are few
practical applications in the field of education, and most of
them stay on the theoretical level. ,erefore, university SPE
is researched based on the main points of deep learning
technology research. A practical SPE network course
learning system for college students has been constructed.

1.3. Purpose of the Study. ,e realization path of learner
dynamic learning is deeply researched in the research area.
Related literature is analyzed and sorted out. ,is sum-
marizes the important factors that affect learners’ dynamic
learning and finds out the structural and quantitative re-
lationships between the dimensions of the dynamic learning
process. A hypothetical model based on deep learning is
constructed according to the internal connections of each
dimension. ,is provides theoretical support for college
students to improve their social and political literacy. On the
other hand, the study of college students is analyzed for
differences. Students in the study area have been designated
online learning courses, and online course learning models
have been proposed. ,e innovations are not directly
explained in computational biology. ,rough question-
naires, scales, and evaluation systems, structural equation
models and modified research hypothesis models are used to
analyze SPE. ,is is conducive to the development of social
and political research. Here, the login link of the social and
political system uses CNN. ,e innovative combination of
SPE system and CNN-based facial recognition can improve
the efficiency of students’ online social and political
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examinations. ,is provides a reference for the development
of neural networks in the field of education.

,e main scientific contributions in the field of math-
ematics and computational biology are the reliability and
validity analysis of structural models and questionnaires are
carried out in detail mathematical analysis.,e innovation is
that the structural model in the field of mathematics, the
reliability and validity analysis of the questionnaire, and the
t-test are introduced into the construction of the education
platform, which belongs to the combination of theory and
practice. A significant contribution in the field of neuro-
science is the proposal of a novel atrous convolutional
network for facial expression recognition in low-resolution
images. ,e innovation is that the atrous convolutional
network belongs to a relatively unknown facial recognition
algorithm in the field of neuroscience. ,e research belongs
to the combination of theory and practice. ,e study will be
applied in the field of international teaching, and the pri-
mary global users will be university students in various
countries.

2. Materials and Methods

2.1. (eoretical Basis. ,e constructive learning theory and
Bloom’s cognitive goal theory are introduced in Figure 2.

In Figure 2, the theoretical knowledge provides theo-
retical support for some critical thinking and innovative
thinking training models. ,e online training model of
higher-order thinking by the theory of constructivism and
Bloom’s cognitive goal theory will be implemented in in-
depth learning.

,e face recognition algorithm is based on deep con-
volutional networks and is constructed due to the excellent
image recognition capabilities of Convolutional Neural
Networks (CNN). Firstly, the data is preprocessed. Secondly,

the linear decoder is used to extract the local statistical
features of the image as the convolution kernel of CNN.,e
extracted convolution kernel is used to convolve the image,
extract the convolutional features of the image, and pool it.
Finally, the SoftMax classifier is used to classify the extracted
convolutional features to complete face recognition. ,e
proposed algorithm needs to train the linear decoder and the
SoftMax classifier separately. ,e steps of network training
include the following: (1) after the training set images are
randomly sampled and preprocessed, the sample block set is
obtained. (2) ,e collection of sample blocks is used as the
input of the linear decoder to train the linear decoder. (3)
,e trained linear decoder is used as a convolution kernel to
extract the convolution features of the training set. (4) ,e
average pooling strategy is used to pool the convolved
feature maps. (5) ,e pooled convolutional features are
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Application of deep learning
Undergraduate course: test score prediction (CNN model extracts local features, LSTM model classifies text data)
Master: abnormal behavior detection during examination (deep learning target detection algorithm mobilnet SSD
and yolov3 training model)
Doctor: course content push (classification algorithm based on word co-occurrence and graph convolution)

Figure 1: Summary of DL usage in undergraduate, master, and doctoral dissertations.
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their own needs, and
integrate new knowledge into
their own cognitive structure.

Figure 2: ,eoretical support of the model.

Computational Intelligence and Neuroscience 3



RE
TR
AC
TE
D

concatenated together. After they are normalized, the image
features are used as the input of the SoftMax classifier to train
the SoftMax classifier. ,e test set image is recognized, after
training the grid. ,e steps include the following: (1) the
trained linear decoder is used to extract the convolutional
features of the test machine; (2) the average pooling strategy is
used to pool the feature maps obtained after convolution; and
(3) the pooled convolutional features are concatenated. ,ey
are normalized and used as the input of the SoftMax classifier
for image recognition. ,e training of the linear decoder is
divided into training and fine-tuning. Finally, the optimized
network parameters are obtained. ,e excitation function is
introduced in the input layer of the linear decoder. Average
pooling is used to pool the convolutional features for con-
sideration of the amount of calculation.

Since critical thinking and innovative thinking are im-
portant components of higher-order thinking, they are es-
pecially important in the cultivation of students. ,erefore,
students from a certain university are regarded as the re-
search object. Based on the constructivism theory, Bloom’s
cognitive goal theory, and thinking-based teaching mode,
the model is constructed for students’ online critical
thinking and innovative thinking training [21, 22].

Face recognition images are collected before the start of
the formal experiment.

By the previous content, the influencing factors of the DL
process of college students’ SPE are identified as compre-
hension and understanding ability, memorization ability,
learning ability, cooperation ability, learning transferability,
evaluation and reflection ability, problem-solving ability,
innovative thinking, and critical thinking. A hypothetical
model of influencing factors of SPE is constructed, and the
specific model is shown in Figure 3 [23, 24].

Figure 3 is a theoretical model of the hypothesis of
influencing factors of SPE. Among them, the degree of
learning develops from shallow to deep, and the learning
stages involved include prelearning, memory, comprehen-
sion, English and analysis, evaluation, and creation. Each
learning stage has specific ability requirements. J1–J15
marked in Figure 1 are the proposed influencing factor
hypotheses. Hypothesis 1, that is, J1, shows the rela-
tionship between learning motivation and learners’
memory ability J2 shows the relationship between
memorization ability and comprehension and under-
standing ability. ,e specific relationship of other hy-
potheses is also given in Figure 2. Combined with the
content of Figure 3, the hypothesis is summarized and
introduced, as shown in Figure 4.

Figure 4 shows that Hypothesis 1 is constructed using the
idea of learning motivation, Hypothesis 2 is constructed
using shallow learning, and Hypotheses 3–15 are con-
structed using deep understanding. Learning motivation is
the internal driving force that directly promotes a person’s
behavioral activities. Shallow learning includes the ability to
remember, comprehend, and understand. DL requires
learners to remember and understand deeply. ,erefore, all
assumptions here are significant positive-influence rela-
tionships. Later, by the 15 assumptions, a structural model of
the influencing factors will be built.

2.2. Research Process

2.2.1. Research Model. According to the content of the
previous study, several SPE curriculum design cases and
student learning background theories have been referred to
develop college SPE online curriculum design [25].,emain
content and goals of the social and political courses in
colleges and universities are shown in Figure 5.

In Figure 5, SPE is carried out based on today’s college
SPE courses. ,e basic theoretical courses used are con-
sistent with the current social and political courses in col-
leges and universities, mainly including political science,
history, ethnology, law, and art. Here, the DL concept is used
to learn SPE.

,e online course design adopts the Attention, Rele-
vance, Confidence, Satisfaction (ARCS) model. ,e model is
composed of relevance, attention, satisfaction, and self-
confidence [26]. ,ese four aspects have laid a certain
foundation for students’ learning activities. ,e online
course design is carried out from the course resources,
learning tasks, learning goals, and learning evaluation of
SPE. ,e specific model diagram is shown in Figure 6.

Figure 6 shows that learning resources affect students’
attention, learning tasks affect students’ learning, evalu-
ation feedback affects students’ self-confidence, and
learning goals directly affect students’ learning satisfac-
tion. ,e content of resource design, learning task design,
evaluation feedback design, and learning objective design
are introduced in the above model framework, as shown in
Figure 7.

Figure 7 shows that the online course design is carried
out since personalized learning. ,e whole includes three
parts: recommendation, diagnosis, and evaluation [27, 28].
,e curriculum design follows students’ development law
and cultural background in different growth environments
and ultimately improves students’ cognitive level.

,is paper constructs an online learning experimental
platform for students to learn SPE. ,e functions of online
learning experiment platform include login module and
learning module. ,e specific design framework is shown in
Figure 8.

In Figure 8, the learning module includes personalized
recommendation, learning forum, diagnosis, course, and
personal center modules [29].

,e contents of the twomodules are introduced.,e first
is the login module, and the specific process is shown in
Figure 9.

In Figure 9, the login module has three functions:
registration, password retrieval, and log in. When students
register and log in on the platform, the system will auto-
matically jump to the corresponding ethnic interface
according to ethnic attributes [30].

,e student’s learning module includes five modules:
diagnosis module, personalized recommendation module,
course learning module, learning forum module, and per-
sonal center module. ,e specific content is shown in
Figure 10.

In Figure 10, the purpose of the four modules is to
improve students’ learning enthusiasm in the design of the
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Figure 4: ,e hypothesis of influencing factors.

Computational Intelligence and Neuroscience 5



RE
TR
AC
TE
DArt History

Law

Political
science

Main course

Ethnology

Figure 5: Main content and goals of SPE in colleges and universities.

Learning
motivation 

Learning
objectives

Evaluation
feedback

Learning
tasks

Learning
tasks

Convergent
thinking

Divergent
thinking

Learning
transfer
ability

Gratification
Self-confidence

Relevance
Attention

Critical
thinking and

innovative
thinking

Figure 6: Model diagram of online course design.

Personalized
learning

Evaluation report
Peer review

Resource
Recommendation

Cognitive basis
Cultural

sensitivity

Evaluation

Personalized
recommendation

Cognitive
diagnosis

Critical
thinking

and
innovative
thinking

Figure 7: ,e specific content of curriculum design.

6 Computational Intelligence and Neuroscience



RE
TR
AC
TE
D

student forum. ,e main content of the personal center
module is to cultivate students’ innovation and critical
thinking. ,is module generates student evaluation reports.

,e entity attributes of students, cognitive diagnosis
results, serious diagnosis questionnaire, and questionnaire
answers are shown in Figure 11.

Login
module

Learning
module

Sign in

Register

Retrieve
password

Personal Center

Course learning

Recommend

Diagnosis

Learning Forum

Student
online

learning
platform

Figure 8: Design framework of online learning experiment platform.
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Figure 9: Flowchart of the login module.
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,e entity attributes of the curriculum resource library,
Minority sensitivity, recommended resource library, and
published posts are shown in Figure 12.

,e entity attributes of a forum like reply posts,
works, works likes, and learning behavior are shown in
Figure 13.

Figures 11–13 are the entity attribute content of the
designed platform. Among them, idx is the primary key [31].
On the connection between the entities in the above figure,
the specific relationship of the online learning platform is
obtained, and the performance of the online learning
platform is evaluated.
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Figure 10: ,e student learning module design. (a) ,e diagnosis module, (b) the personalized recommendation module, (c) the course
learning module, and (d) the learning forum module.
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2.2.2. Participants. ,e design is divided into two parts.
Participants in the questionnaire survey on college students’
SPE status quo are 240 college students from a university in
the research area. ,irty students participate in social and
political learning under different education models.

2.2.3. Data Collection Tools. ,e reliability and validity of
the questionnaire are tested using Statistical Product and
Service Solutions (SPSS) 22.0. Analysis of the questionnaire
is analyzed using Analysis of Moment Structure (AMOS)
21.0 and SPSS 22.0 software. After checking the fit of the
SEM, AMOS 21.0 software is used to import and analyze the
210 collected data. ,e path analysis results and fitting re-
sults of SPE for college students are obtained. ,e online
course design here is carried out using the Attention, Rel-
evance, Confidence, Satisfaction (ARCS) model.

,e development environment of the learning platform
is shown in Table 1.

Table 1 shows that the structured query language
(MySQL) is adopted as the database management software.
In Table 1, the final Entity Relationship Diagram (ERD) is
obtained by analyzing the relationship between entities in
the online learning platform [32]. ,e entities included in
this learning platform system are cognitive diagnosis results,
cognitive diagnosis answers, students, cognitive diagnosis
questionnaires, personalized recommendation resource li-
braries, curriculum learning resource libraries, forums,
minority sensitive words, posts, works, forum replies, and
learning behavior.

2.2.4. Data Collection Process. ,e online method is used to
assess the social and political system.,erefore, the student’s
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User name
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User Avatar

Password
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results
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Topic content
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rr

ec
t a
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we
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ns

(d)
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Option content

Question ID

Option code
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Questionnaire
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Figure 11: ,e attributes of the diagnosis part of the entity. (a–d) ,e entity attributes of the student, the cognitive diagnosis result, the
serious diagnosis questionnaire, and the questionnaire answer, respectively.
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location and region are not restricted. At this time, facial
recognition is given higher requirements. VGGNet is chosen
as the basis of the research. Among them, due to the ex-
pansibility of VGG16 and the strong ability of image feature
extraction, experiments are carried out based on it.

Dilated Convolution can significantly improve the ac-
curacy of good models. ,erefore, the concept of Dilated
Convolution is introduced, as shown in

y(m, n) � 􏽘
M

i�1
􏽘

N

j�1
x(m + r × i, n + r × j)w(i, j), (1)

x(m, n) indicates input. w(i, j) represents a filter with length
M and width N. y(m, n) is the corresponding output after
the input passes through the filter. ,e parameter R rep-
resents the void rate. If r� 1, divided convolution is an
ordinary convolution calculation process.

In CNN structure, the reduction of image size is mainly
completed in the pool layer. On the premise of preserving
the spatial information of the image as much as possible, the
pooling layer increases the receptive field of the convolution

kernel, extracts higher-level features, reduces the amount of
network parameters, and prevents overfitting. However,
increasing the receptive field is a destructive way of the pool
layer. ,is will lead to the loss of internal data structure and
spatial hierarchical information. In order to reduce pooling
operations, divided revolution is used to reconstruct CNN.
Combined with the benchmark network comparison ex-
periment results, VGG-16 is selected as the front end of the
model. ,e divided revolution is deployed as the back end.
In this way, while maintaining the resolution, the receptive
field increases and deeper significance information and
features are extracted.,rough this innovative structure, the
performance has been effectively improved based on the
original model. “1-2-3” is the optimal combination mode by
comparing different combination modes. Hyperparameter
setting is the process of learning rate setting: the front-end
network learning rate is set to 0 for several iterations. After
that, a smaller learning rate is used to train the entire
network model. In the structure of the back end of the frame,
the learning rate is set to 0.001 and the attenuation coeffi-
cient is set to 0.0005.
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Figure 12: Some entity attributes of the resource library. (a–d) ,e course resource library, minority sensitivity, recommended resource
library, and published posts.
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In the aspect of data preprocessing, individual dataset
images are subjected to face detection and alignment. ,e
image information containing only the face part is saved.
,e color information of image is easily affected by illu-
mination, and RGB changes greatly. ,erefore, before the
image is input into the model, it is converted into a gray
image. Firstly, the original RGB image is converted to the
LAB image color domain. ,en, the image component is
taken out in the L domain; that is, the gray image corre-
sponding to the original image is obtained. In terms of data
enhancement, horizontal flip and random rotation are used
to expand the number of samples.,e rotation angle is set to

− 45, − 30, − 15, 15, 30, and 45. ,e data set is expanded 7
times combined with horizontal flip.

,ere is a certain imbalance between different categories
of each data set. ,e evaluation index of the model is fusion
matrix accuracy, as shown in

confusionmatrix accuracy �
1
2

a

a + b
+

d

c + d
􏼠 􏼡, (2)

where a indicates that the real value and the predicted value
are correct. b indicates that the true value is correct, and the
predicted value is wrong. c indicates that the real value is
wrong, and the predicted value is correct. d indicates that
both the real value and the predicted value are wrong.

,is study uses the questionnaire method to investigate
the status quo of DL in SPE of college students in the study
area. ,e specific questionnaire question settings are shown
in Figures 14 and 15.

In Figures 14 and 15, the basic information survey items
in the questionnaire include the student’s gender, age,
professional direction, school level, and ethnicity. ,e
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Figure 13: Entity attributes of posting part. (a–e),e entity attributes of forum likes, reply posts, works, works likes, and learning behaviors.

Table 1: Development environment of the platform.

Attributes Content
Database MySQL
Development tools IntelliJ IDEA, Adobe Dreamweaver CS5
Development language CSS, JSP, JAVA, and JavaScript
Operating system Windows 7
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second part of the questionnaire is by the nine DL capa-
bilities. It includes learning motivation, memorization
ability, comprehension and understanding ability, transfer
learning ability, problem-solving ability, cooperation ability,
reflection and evaluation ability, critical thinking, and in-
novative thinking. It contains 39 topics. ,e specific topics
are developed around the nine DL abilities of SPE. ,e
questionnaire options are set in the form of a Likert scale.
,e options are divided into “completely nonconforming,”
“comparatively conforming,” “general,” “comparatively
nonconforming,” and “nonconforming,” and 1–5 are used to
indicate [33]. ,e questionnaire is distributed online
through WJX.cn, and the target is university students. A
total of 240 questionnaires are distributed and 210 are re-
trieved. ,e recovery rate is 87.5%. All returned question-
naires are valid. ,e basic information results of this
questionnaire will be given later. ,e criterion for judging
that the questionnaire is unqualified is that the items are not
completed or the answers are consistent. ,e questionnaire

survey is entirely motivated by volunteers’ voluntary par-
ticipation and the protection of volunteers’ privacy.

,e reliability and validity of the questionnaire are tested
using Statistical Product and Service Solutions (SPSS) 22.0
software, and the calculations are as follows.

KMO �
CC

DD + CC
. (3)

X
2

� − n −
2m + 11

6
􏼒 􏼓ln|R|. (4)

df �
m − 1
2

. (5)

(3) is the calculation equation of Kaiser–Meyer–Olkin
(KMO). Among them, DD is the sum of squares of the
partial correlation coefficients between variables. CC is the
sum of squares of correlation coefficients between variables.
(4) and (5) are Bartlett’s test equations. n is the number of
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Figure 15: Influencing factor item setting.
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Figure 14: Basic information topic settings of the questionnaire.
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records. m is the number of factor analysis variables. |R| is
the value of the correlation coefficient matrix R determinant.

,e reliability of the second part of the questionnaire is
tested by Cronbach’s alpha, as shown in

A �
h

n − 1
1 −

􏽐
h
i�1 s

2
i

s
2
x

􏼠 􏼡. (6)

In (6), h is the number of questions in the questionnaire,
s2x is the variance of the total score, and s2i is the variance of
the score of the i item.

Analysis of Moment Structure (AMOS) 21.0 and SPSS
22.0 software are used in the questionnaire analysis. SEM is
performed using simulation tests of hypotheses [34]. SEM is
a statistical method to analyze the relationship between
variables by the covariance matrix of variables. SEMs can
perform indirect measurements of variables that are difficult
to measure directly and accurately.,e basic process of SEM
is as follows: (1) put forward theoretical hypotheses; (2)
analyze the effect of independent variables on dependent
variables; and (3) modify the model [35].

,e fitness test indicators of the structural model include
5 indicators: RESEA, χ2/df, AGFI, CFI, and GFI. Among
them, RESEA stands for the mean square and square root of
the asymptotic residuals, χ2/df stands for the ratio of chi-
square degrees of freedom, AGFI and GFI stand for fitting
index, and CFI stands for relative fitting index. ,e specific
expression and parameter evaluation criteria of each index
are shown in (7)–(12).

RMSEA �

���

f0

df

􏽳

. (7)

Equation (7) is the asymptotic residual mean square and
square root, f0 is the difference function value, and df is the
degree of freedom. ,e adaptation of RMSEA <0.05 is good,
and the adaptation of RMSEA <0.09 is reasonable.

χ2 � (n − 1)F(S; |Z|). (8)

F(S; |Z|) � tr S|Z|
(− 1)

􏼐 􏼑 + lg|Z| − lg|S| − P. (9)

Equations (8) and (9) are the chi-square degrees of
freedom ratio, S is the actual data matrix, and |Z| is the
hypothetical model matrix. If χ2/df is between 1 and 5, the
model fits well, and if χ2/df >5, themodel needs to be revised.

AGFI � 1 − (1 − GFI)
n(n + 1)

2df
􏼢 􏼣. (10)

GFI � 1 −
F(S; |Z|)

F(S; |Z|(0))
. (11)

Equations (10) and (11) are fitting indices, GFI >0.9, 0.8
is the minimum acceptable value, and AGFI >0.9, 0.8 is the
minimum acceptable value.

CFI � 1 −
MAX χ2T − dfT, 0􏼐 􏼑

MAX χ2N − dfN, 0􏼐 􏼑
. (12)

In (12), χ2T is the actual data chi-square value, χ2N is the
hypothetical model chi-square value, and df is the corre-
sponding degree of freedom. CFI >0.9, 0.8 is the minimum
acceptable value.

After checking the fit of SEM, AMOS 21.0 software is
used to import and analyze the 210 collected data, and the
path analysis results and fitting results o of SPE of college
students are obtained. On this basis, the hypothesis test of
the model is carried out. ,e test standards include the
rationality test and parameter significance test. Among
them, the rationality parameter >0, the significance test
parameter >1.96, P< 0.05, P< 0.001 is very significant [36].
,e results are given later. At this time, the model is revised
according to the hypothesis test result, and the fitted value of
the revised structural model is tested.

2.2.5. Data Analysis. ,e Real-World Effective Faces (RAF)
data set is selected for the model recognition accuracy ex-
periment. ,e data set contains 29,672 with highly diver-
sified facial images downloaded from the Internet. Unlike
the images obtained under laboratory conditions, the data
set images are face images in natural scenes. Here, the
sample is provided with seven basic expression tags and a
composite emotion tag. ,e basic expression data includes
15,339 images, training and test sets, with 12,271 and 3,068
images. ,ey are used in training evaluation models. ,e
accuracy comparison models of face recognition include
baseline and BaseDCNN models. ,e BaseDCNN model is
improved by the same front and rear-end structure. Its
accuracy is compared with that of the BaseDCNN model.

Using the questionnaire method, using the critical
thinking questionnaire and innovative thinking question-
naire, students’ innovative thinking and critical thinking are
tested before and after using the learning platform. Among
the two groups of students, one group used the online
learning platform designed for SPE, and the other group
used other learning methods and compared the results
[37, 38]. ,e questionnaire includes students’ basic infor-
mation, the critical thinking part, and the innovative
thinking part. ,e questions are designed regarding the
International Critical(inking Tendency Scale [39]. After the
screening, 30 valid questionnaires are obtained. ,irty
people are divided into two groups, 15 people in each group,
and the test was conducted. ,e time for learning social and
political knowledge is from July 10, 2021, to July 16, 2021.
,e reliability and validity of the questionnaire are tested.
,e comparison charts of the pretest results between the
experimental group and the control group, before and after
the control group, before and after the test group, and
between the results of the experimental group and the
control group before and after the test are drawn in the result
part. Among the study subjects, 16 are males and 14 are
females, and the gender distribution is relatively even.
,erefore, there is finally increased that the influence of
different genders on the social and political knowledge
learning ability of college students under the influence of
deep learning technology. ,e experiment is divided into
two groups according to gender. SPSS software is used to test

Computational Intelligence and Neuroscience 13



RE
TR
AC
TE
D

the various dimensions of students of different genders. ,e
questionnaire data is imported into SPSS based on the results
of the reliability and validity analysis of the questionnaire.
,e independent-sample t is used to test and analyze the
differences in the social science ability of students of dif-
ferent genders based on deep learning technology. ,e
variance between the two groups needs to be judged whether
they are equal or similar. ,e judgment condition is sig.
>0.05, and the requirement for testing whether the gender
difference is significant is P< 0.05.

3. Result

3.1. Face Recognition Accuracy Comparison. ,e accuracy
comparison of face recognition is shown in Figure 16.

In Figure 16(a), the recognition rates of negative emo-
tions such as fear, disgust, and anger are 35.14%, 53.75%, and
66.67%, respectively, in the baseline model. In the model
recognition results, the accuracy of these three expressions is
improved by 25.66%, 2.5%, and 9.87%, respectively. ,e
overall recognition accuracy has been significantly im-
proved. ,e recognition effect of negative emotions is en-
hanced, which shows that the divided revolution structure
used in the model design reduces the pooling operation,
increases the depth of the model, and improves the rec-
ognition performance of the model. In Figure 16(b), com-
bined with the divided revolution operation after the
BaseDCNN model is enhanced by using the front and rear
end method, the overall recognition accuracy is improved
from 63.61% to 69.94%, which proves the effectiveness of the
improved process.

3.2. Analysis of Structural Model Results. ,e reliability
analysis and factor analysis of SPSS software are used to
verify the validity and reliability of the questionnaire. ,e
KMO value of the questionnaire is 0.97. Table 2 shows the
reliability results of the nine dimensions of the second part of
the Cronbach’s α test.

In Table 1, the Cronbach α for specific questions of the
questionnaire is 0.66, 0.75, 0.71, 0.84, 0.78, 0.55, 0.86, 0.66,
and 0.86, respectively. ,e result of factor analysis showed
that the structural validity of the questionnaire is 75.2%.,is
shows that the questionnaire has good validity and reliability
and reflects the specific situation of college students in the
study area based on deep learning.

,e fitting index result of the initial model and the fitting
result of the revised structural model are shown in Figure 17.

Both before and after the model correction, the fitting
indexes meet the requirements of the evaluation standard. It
is assumed that there is a goodmatch between the model and
the survey data.

According to the relevant test results of themeasurement
model, the hypothetical path is proposed and tested. ,e test
criteria mainly include parameter significance test
(C.R.> 1.96,P< 0.05) and rationality test (S.E.> 0), as shown
in Table 3.

In Table 3, S.E. is the standard deviation. Assume that 1,
2, 3, 4, 5, 8, 9, 10, 11, 12, 13, 14, and 15 all meet the

significance test. But suppose that the parameter value C.R.
of 6 is − 2.514, P is 0.012, and ß is − 0.18. Assume that the
parameter value of 7 is − 2.244 for C.R., 0.025 for P, and
− 0.14 for ß. ,e correlation coefficient C.R. and path co-
efficient ß of J6 and J7 are less than 0. ,is means that the
independent variable negatively influences the dependent
variable, and the test result is contrary to the null hypothesis.
,erefore, the assumptions J6 and J7 do not hold.

,erefore, assumptions J6 and J7 in the model are de-
leted. ,e parameters of the model are deleted and
reevaluated. In Figure 17(b), all indicators meet the re-
quirements. ,e corrected structural model parameters,
path coefficients of potential variables, and verification re-
sults are shown in Table 4.

,e t-test result is P< 0.05, that is, the generally sig-
nificant hypothesis includes. Suppose the P value of 5 is
0.013, the P value of 6 is 0.012, and the P value of 7 is 0.025.
,e hypothesis with P value <0.001 includes assumption
1∼hypothesis 4 and hypothesis 8∼hypothesis 15. Among the
P values of the adjustedmodel using Figure 16, the P value of
hypothesis 5 is 0.013, which is a general significance hy-
pothesis. ,e P value of other hypotheses is less than 0.001,
which is a very significant hypothesis.

,e newly designed SPE DL structural equation mod-
eling is shown in Figure 18.

Figure 18 shows that all the model assumptions in the
figure are valid, indicating a significant structural rela-
tionship between the influencing factors of the DL process of
SPE of college students in the study area. ,ere are two ways
to realize DL: learning motivation, memorization ability,
understanding and comprehension ability, learning trans-
ferability, evaluation, and reflection ability; the other is
learning motivation, memorization ability, knowledge and
awareness ability, learning transferability, and problem-
solving ability. ,e students lack innovative thinking and
critical thinking in their DL process.

3.3. Analysis of the Design Results of Online Courses of SPE.
,e critical thinking and innovative thinking training model
are shown in Figure 19.

A higher-order thinking online course training model is
constructed by the foregoing content. Figure 19 shows that
the model aims to improve students’ innovative thinking
and critical thinking.,e online learning platform described
later will use Figure 19 as the theoretical basis.

3.4. Analysis of System Results of Online Learning Platform.
,e main page of the online learning platform is shown in
Figure 20.

Figure 20 is the main page of the constructed social
science online learning platform. ,e main content of the
built learning platform includes online courses, recom-
mendation systems, and learning plans. ,e learner can find
this page after successfully logging in. According to their
specific circumstances, the registrant can choose a detailed
study plan to complete the learning of social science
knowledge finally.
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Figure 16: Face recognition accuracy comparison. (a) ,e comparison between baseline model and improved model; (b) comparison
between BaseDCNN model and improved model.

Table 2: Cronbach’s α of each dimension of the questionnaire.

Project Cronbach’s α
Learning motivation 0.66
Comprehension and understanding 0.75
Memorization 0.71
Learning transfer ability 0.84
Teamwork ability 0.78
Problem-solving skills 0.55
Critical thinking 0.86
Evaluation and reflection skills 0.66
Creative thinking 0.86
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Figure 17: ,e fitting index result of the model. (a) ,e fitting index result of the initial model and (b) the fitting index result of the revised
model.
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Table 3: Parameter test values of the structural model.

Hypothesis Hypothetical path S.E. C.R. β Significance P Verification results
J1 Learning motivation⟶memorization ability 0.042 13.422 0.65 0.0003 Established
J2 Ability to memorize⟶ comprehension 0.043 13.352 0.59 0.0001 Established
J3 Comprehension⟶ transfer learning ability 0.058 15.702 0.79 0.0006 Established
J4 Transfer learning ability⟶ problem-solving ability 0.039 8.023 0.31 0.0005 Established
J5 Transfer learning ability⟶ evaluation and reflection ability 0.048 5.266 0.24 0.013 Established
J6 Evaluation and reflection⟶ critical thinking 0.40 − 2.514 − 0.18 0.012 Not established
J7 Evaluation and reflection ability⟶ innovative thinking 0.064 − 2.244 − 0.14 0.025 Not established
J8 Cooperation ability⟶ learning motivation 0.032 17.534 0.6 0.0005 Established
J9 Cooperation ability⟶memorization ability 0.028 8.227 0.28 0.0007 Established
J10 Cooperation ability⟶memory ability 0.028 12.608 0.42 0.0009 Established
J11 Cooperation ability⟶ transfer learning ability 0.044 14.190 0.17 0.0006 Established
J12 Cooperation ability⟶ problem-solving ability 0.044 15.560 0.68 0.0007 Established
J13 Cooperation ability⟶ evaluation and reflection ability 0.054 13.319 0.68 0.0005 Established
J14 Cooperative ability⟶ critical thinking 0.053 11.809 1.07 0.0006 Established
J15 Cooperation ability⟶ innovative thinking 0.074 14.770 1.01 0.0006 Established

Table 4: Parameter test values of the modified structural model.

Hypothesis Hypothetical path S.E. C.R. β Significant P Validation
results

J1 Learning motivation⟶memorization ability 0.042 13.422 0.65 0.0003 Established
J2 Ability to memorize⟶ comprehension and understanding 0.043 13.352 0.59 0.0001 Established
J3 Comprehension and understanding ability⟶ transfer learning ability 0.058 15.702 0.79 0.0006 Established
J4 Transfer learning ability⟶ problem-solving ability 0.039 8.023 0.31 0.0005 Established
J5 Transfer learning ability⟶ evaluation and reflection ability 0.048 5.266 0.24 0.013 Established
J8 Cooperative ability⟶ learning motivation 0.032 17.534 0.6 0.0005 Established
J9 Cooperation ability⟶memorization ability 0.028 8.227 0.28 0.0007 Established
J10 Cooperation ability⟶ comprehension and understanding ability 0.028 12.608 0.42 0.0009 Established
J11 Cooperation ability⟶ transfer learning ability 0.044 14.190 0.17 0.0006 Established
J12 Cooperation ability⟶ problem-solving ability 0.044 15.560 0.68 0.0007 Established
J13 Cooperation ability⟶ evaluation and reflection ability 0.054 13.319 0.68 0.0005 Established
J14 Cooperative ability⟶ critical thinking 0.053 11.809 1.07 0.0006 Established
J15 Cooperation ability⟶ innovative thinking 0.074 14.770 1.01 0.0006 Established
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Figure 18: DL SEM of SPE.
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,e connection between entities in the online learning
experiment platform is shown in Figure 21.

Figure 21 shows that there are connections between
entities. Resource libraries, students, behavior records, and
learning forums are the most important parts of the entities.
And they are managed uniformly by the administrator.

,e reliability and validity results of the questionnaire in
the platform experiment are good. ,e platform perfor-
mance test results are given, including the comparison chart
of the experimental and control groups, the comparison
chart before and after the control group, the comparison
chart before and after the experimental group, and the
comparison between the experimental group and the

experimental group. ,e comparison chart of the control
group results is shown in Figure 22.

Figure 22 shows that the pretest data of the experimental
group is 3.85, and the pretest data of the control group is 3.84,
indicating that the levels of innovative thinking and critical
thinking tendencies of the two are consistent. From the overall
dimension of the data before and after the control group, the
difference is 0.01, which shows that the difference between the
students in using other social and political learning methods is
not significant. ,e experimental group’s pretest and posttest
data showed significant differences. ,e pretest data is 3.85,
and the posttest information is 4.07, indicating that the ex-
perimental platform design played a positive role. ,e
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Figure 19: ,e training model for online courses of advanced thinking.
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Figure 20: ,e main page of the learning platform.
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Figure 22: Continued.
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comparison of the posttest data of the two groups showed
apparent differences, which further indicates that the online
course learning model constructed has a positive effect on
students’ innovative thinking and critical thinking.

3.5. (e Influence of Gender on Social Science Ability. ,e
difference analysis results of different genders under the
social science learning system based on deep learning
technology are shown in Table 5.

In Table 5, before the independent sample t is tested, the data
is subjected to the Levene test of the variance equation to verify
whether the variances of the two groups of male college students
and female college students are equal. ,e Sig. values in the
variance test of each dimension are all greater than 0.05, in-
dicating that the hypothesis of equal variances is established.
Next, the Sig. value in the t-test is observed. ,e Sig. values of
learning motivation and transfer learning ability are 0.04 and
0.03, respectively, which are both less than 0.05. It shows sig-
nificant differences in learning motivation and transfer learning
ability between male college students and teenage college stu-
dents. ,e t-values of these two dimensions are 2.01 and 2.24,
respectively, indicating that female college students’ learning
motivation and transfer learning ability are higher than those of
male college students. Due to the gender unequal employment
situation, women tend to have stronger learning motivation.
,eir transfer learning ability is also affected by high learning
motivation, showing higher transfer learning ability.

4. Discussion

,e emotion recognition rate of the CNNmodel constructed
based on the hole rate theory is improved by about 9%. ,e

accuracy is lower than Naveen and Sivakumar’s research
results on CNN-based pose-invariant face recognition.
Compared with the new adaptive morphological bilateral
filter used to study the consequences of face recognition
under an unknown light environment, the accuracy here is
within an acceptable range, which is higher than that of
traditional face recognition [40]. ,e influencing factors of
the learning process are determined through the literary
analysis of the SPE system of college students. Compared
with the experimental conclusions of Kim and Kutscher on
the influencing factors of learning and development of
college students with disabilities, the influencing factors add
more specific elements based on the environment and
student characteristics [41]. Corresponding hypothetical
paths are proposed combined with Bloom’s taxonomy of
educational goals. ,e model is verified and revised through
a theoretical model suitable for the learning factors of the
SPE system of college students. By observing the path of the
theoretical model, college students lack the development of
advanced thinking such as critical thinking and innovative
thinking in the learning process. ,is provides the basis for
the design of e-learning courses. ,is conclusion is con-
sistent with ,omas and Hayes’s conclusion on the rela-
tionship between critical openness and reflective skepticism.
,at is, college students in Eastern cultures lack a critical
spirit [42]. ,e e-learning course aims to improve the
learning motivation, transfer learning ability, cognitive
basis, and cultural characteristics of college students’
e-learning, providing a theoretical and practical foundation
for this research. Based on this, the online model is con-
structed. ,rough the in-depth analysis of the learning
environment, learning resources, and learning recommen-
dation system of the online learning experiment platform, an
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Figure 22: Comparison of the effects of SPE on online platforms. (a–d) ,e comparison of the experimental group and the control group
before and after the test data, the control group before and after the test data comparison, the experimental group before and after the test
data comparison, and posttest data comparison between the experimental group and the control group.
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online learning experiment platform for dynamic learning
and higher-order thinking development is designed and
developed. ,e platform uses a face recognition module
based on deep learning technology.,e platform test verifies
the stability and effectiveness of the forum. ,is provides a
way and a platform to promote the development of college
students’ higher-order thinking in e-learning, making the
researchmore complete and practical. Finally, based on deep
learning techniques, the social science learning ability under
different genders is analyzed. ,ere are significant differ-
ences between women and men in learning motivation and
learning transfer.,at is, female college students have higher
learning motivation than male college students. ,e transfer
learning ability of female college students is more robust
than that of male college students.

5. Conclusions

In the current network teaching, teachers emphasize the
dissemination of knowledge and the ability of students to
master knowledge. ,e student’s request is only to fully
accept the knowledge imparted by the teacher, without the
need for the student’s critical thinking.,is is not conducive
to cultivating students’ high-order thinking. ,erefore,
college students are selected as the research subjects. A
hypothetical model of the dynamic learning process of
college students is constructed and empirically studied.
Online learning courses are designed and built. ,is pro-
motes the development of an online learning model for
college students’ critical and innovative thinking. Finally, an
experimental platform for online learning is developed,
including a CNN-based face recognition module.,e results
show that the constructed learning model has a certain
positive effect. ,e researched content has a certain uni-
versality, which provides a new reference for the develop-
ment of network teaching and is applied to social science
education in colleges and universities. ,e disadvantage is
that the data set in the application of deep learning tech-
nology is relatively single. In the research process, the in-
fluence of innovative thinking and critical thinking on
advanced review has certain limitations. With the devel-
opment of technology and the increasing needs of learners,
online course learning platforms have had a more significant
impact on learners’ learning. ,e online course learning
experiment platform can improve the online learning

experience of learners. ,is has a particular effect on the
innovation and development of the online course learning
experimental platform. In the future, datasets need to be
more prosperous and more balanced. Deep learning algo-
rithms are data-driven, and good models can only be trained
with good data. ,e existing datasets are mainly from
Western countries, and there is a data imbalance problem. In
future work, data sets should be established according to
actual application scenarios, which have the characteristics
of faces in different countries and regions and the balance of
data in various categories. In the construction of the learning
platform, the learners’ learning style, cognitive preferences,
and other characteristics will be taken into account, and they
will be put into large-scale and long-term practice. ,e
relevant functions of the platform will be continuously
improved. A learning system that can be widely used in
social science education in colleges and universities will be
constructed.
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tence in online courses in higher education: a difference-in-
differences analysis,” International Journal of Educational
Technology in Higher Education, vol. 18, no. 1, p. 1728, 2021.

[24] Z. Kastrati, F. Dalipi, A. S. Imran, K. Pireva Nuci, and
M. A. Wani, “Sentiment analysis of students’ feedback with
nlp and deep learning: a systematic mapping study,” Applied
Sciences, vol. 11, no. 9, p. 3986, 2021.

[25] Z. Han and A. Xu, “Ecological evolution path of smart ed-
ucation platform based on deep learning and image detec-
tion,” Microprocessors and Microsystems, vol. 80, Article ID
103343, 2021.

[26] Z. Sun, M. Anbarasan, and D. Praveen Kumar, “Design of
online intelligent English teaching platform based on artificial
intelligence techniques,” Computational Intelligence, vol. 37,
no. 3, pp. 1166–1180, 2021.

[27] Y. Li and A. Sharma, “Regional network education infor-
mation collection platform for smart classrooms based on big
data technology,” Informatica, vol. 45, no. 5, p. 1120, 2021.

[28] J. Wang, “Retracted Article: Massive information manage-
ment system of digital library based on deep learning algo-
rithm in the background of big data,” Behaviour &
Information Technology, vol. 40, no. 9, pp. 67–75, 2021.

[29] H. T. Hu, J. F. Ji, D. B.Wang et al., “An integrated platform for
food safety incident entities based on deep learning,” Data
Analysis and Knowledge Discovery, vol. 5, no. 3, pp. 12–24,
2021.

[30] E. Korot, Z. Guan, D. Ferraz et al., “Code-free deep learning
for multi-modality medical image classification,” Nature
Machine Intelligence, vol. 3, no. 4, pp. 288–298, 2021.

[31] R. L. Peach, S. F. Greenbury, I. G. Johnston, S. N. Yaliraki,
D. J. Lefevre, and M. Barahona, “Understanding learner
behaviour in online courses with Bayesianmodelling and time
series characterisation,” Scientific Reports, vol. 11, no. 1,
p. 2823, 2021.

[32] M. Chen, X. Wang, J. Wang, C. Zuo, J. Tian, and Y. Cui,
“Factors affecting college students’ continuous intention to
use online course platform,” SN Computer Science, vol. 2,
no. 2, p. 114, 2021.

[33] E. R. Lean, B. G. Emery, I. E. Allen et al., “Communicating an
institutional mission in online courses: a mixed-method
approach to improve student experience,” Journal of Man-
agement Education, vol. 45, no. 4, pp. 579–598, 2021.

[34] B. G. Dana, “Factors influencing students’ behavior and at-
titude towards online education during COVID-19,” Sus-
tainability, vol. 13, no. 13, p. 7469, 2021.

Computational Intelligence and Neuroscience 21



RE
TR
AC
TE
D

[35] D. U. Bolliger and F. Martin, “Critical design elements in
online courses,” Distance Education, vol. 42, no. 3,
pp. 352–372, 2021.

[36] J. Pande and G. Mythili, “Investigating student satisfaction
with online courses,” International Journal of Information and
Communication Technology Education, vol. 17, no. 3,
pp. 12–28, 2021.

[37] R. Berger and M. S. Paul, “Pedagogy vs. Technology: chal-
lenges in developing online courses in social work education,”
Journal of Teaching in Social Work, vol. 41, no. 3, pp. 275–289,
2021.

[38] X. Lv, Y. X. Sun, and G. Chen, “Application of blended
learning model to computer fundamentals courses in an
online environment,” Journal of Contemporary Educational
Research, vol. 4, no. 7, p. 1728, 2020.

[39] Y. Chin and C. R. Ruben, “Evaluation of the impact of the
Hyflex learning model,” International Journal of Innovation
and Learning, vol. 25, no. 4, pp. 393–411, 2019.

[40] P. Naveen and P. Sivakumar, “Adaptive morphological and
bilateral filtering with ensemble convolutional neural network
for pose-invariant face recognition,” Journal of Ambient In-
telligence and Humanized Computing, vol. 143, pp. 1–11, 2021.

[41] M. M. Kim and E. L. Kutscher, “College students with dis-
abilities: factors influencing growth in academic ability and
confidence,” Research in Higher Education, vol. 62, no. 3,
pp. 309–331, 2021.

[42] L. C. ,omas and R. A. Hayes, “Using exploratory structural
equation modeling to investigate the construct validity of the
critical thinking disposition scale,” Journal of Psychoeduca-
tional Assessment, vol. 39, no. 5, pp. 640–648, 2021.

22 Computational Intelligence and Neuroscience




