## Research Article

# Boundary Value Problems for $\boldsymbol{q}$-Difference Inclusions 

Bashir Ahmad ${ }^{\mathbf{1}}$ and Sotiris K. Ntouyas ${ }^{2}$<br>${ }^{1}$ Department of Mathematics, Faculty of Science, King Abdulaziz University, P.O. Box 80203, Jeddah 21589, Saudi Arabia<br>${ }^{2}$ Department of Mathematics, University of Ioannina, 45110 Ioannina, Greece

Correspondence should be addressed to Bashir Ahmad, bashir_qau@yahoo.com
Received 12 October 2010; Revised 24 January 2011; Accepted 22 February 2011
Academic Editor: Yuri V. Rogovchenko
Copyright © 2011 B. Ahmad and S. K. Ntouyas. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

We investigate the existence of solutions for a class of second-order $q$-difference inclusions with nonseparated boundary conditions. By using suitable fixed-point theorems, we study the cases when the right-hand side of the inclusions has convex as well as nonconvex values.

## 1. Introduction

The discretization of the ordinary differential equations is an important and necessary step towards finding their numerical solutions. Instead of the standard discretization based on the arithmetic progression, one can use an equally efficient $q$-discretization related to geometric progression. This alternative method leads to $q$-difference equations, which in the limit $q \rightarrow$ 1 correspond to the classical differential equations. $q$-difference equations are found to be quite useful in the theory of quantum groups [1]. For historical notes and development of the subject, we refer the reader to $[2,3]$ while some recent results on $q$-difference equations can be found in [4-6]. However, the theory of boundary value problems for nonlinear $q$ difference equations is still in the initial stages, and many aspects of this theory need to be explored.

Differential inclusions arise in the mathematical modelling of certain problems in economics, optimal control, stochastic analysis, and so forth and are widely studied by many authors; see [7-13] and the references therein. For some works concerning difference inclusions and dynamic inclusions on time scales, we refer the reader to the papers [1417].

In this paper, we study the existence of solutions for second-order $q$-difference inclusions with nonseparated boundary conditions given by

$$
\begin{gather*}
D_{q}^{2} u(t) \in F(t, u(t)), \quad 0 \leq t \leq T  \tag{1.1}\\
u(0)=\eta u(T), \quad D_{q} u(0)=\eta D_{q} u(T), \tag{1.2}
\end{gather*}
$$

where $F:[0, T] \times \mathbb{R} \rightarrow P(\mathbb{R})$ is a compact valued multivalued map, $D(\mathbb{R})$ is the family of all subsets of $\mathbb{R}, T$ is a fixed constant, and $\eta \neq 1$ is a fixed real number.

The aim of our paper is to establish some existence results for the Problems (1.1)-(1.2), when the right-hand side is convex as well as nonconvex valued. First of all, an integral operator is found by applying the tools of $q$-difference calculus, which plays a pivotal role to convert the given boundary value problem to a fixed-point problem. Our approach is simpler as it does not involve the typical series solution form of $q$-difference equations. The first result relies on the nonlinear alternative of Leray-Schauder type. In the second result, we will combine the nonlinear alternative of Leray-Schauder type for single-valued maps with a selection theorem due to Bressan and Colombo for lower semicontinuous multivalued maps with nonempty closed and decomposable values, while in the third result, we will use the fixed-point theorem for generalized contraction multivalued maps due to Wegrzyk. The methods used are standard; however, their exposition in the framework of Problems (1.1)(1.2) is new.

The paper is organized as follows: in Section 2, we recall some preliminary facts that we need in the sequel, and we prove our main results in Section 3.

## 2. Preliminaries

In this section, we introduce notation, definitions, and preliminary facts which we need for the forthcoming analysis.

## 2.1. $q$-Calculus

Let us recall some basic concepts of $q$-calculus [1-3].
For $0<q<1$, we define the $q$-derivative of a real-valued function $f$ as

$$
\begin{equation*}
D_{q} f(t)=\frac{f(t)-f(q t)}{(1-q) t}, \quad D_{q} f(0)=\lim _{t \rightarrow 0} D_{q} f(t) \tag{2.1}
\end{equation*}
$$

The higher-order $q$-derivatives are given by

$$
\begin{equation*}
D_{q}^{0} f(t)=f(t), \quad D_{q}^{n} f(t)=D_{q} D_{q}^{n-1} f(t), \quad n \in \mathbb{N} \tag{2.2}
\end{equation*}
$$

The $q$-integral of a function $f$ defined in the interval $[a, b]$ is given by

$$
\begin{equation*}
\int_{a}^{x} f(t) d_{q} t:=\sum_{n=0}^{\infty} x(1-q) q^{n} f\left(x q^{n}\right)-a f\left(q^{n} a\right), \quad x \in[a, b] \tag{2.3}
\end{equation*}
$$

and for $a=0$, we denote

$$
\begin{equation*}
I_{q} f(x)=\int_{0}^{x} f(t) d_{q} t=\sum_{n=0}^{\infty} x(1-q) q^{n} f\left(x q^{n}\right) \tag{2.4}
\end{equation*}
$$

provided the series converges. If $a \in[0, b]$ and $f$ is defined in the interval $[0, b]$, then

$$
\begin{equation*}
\int_{a}^{b} f(t) d_{q} t=\int_{0}^{b} f(t) d_{q} t-\int_{0}^{a} f(t) d_{q} t \tag{2.5}
\end{equation*}
$$

Similarly, we have

$$
\begin{equation*}
I_{q}^{0} f(t)=f(t), \quad I_{q}^{n} f(t)=I_{q} I_{q}^{n-1} f(t), \quad n \in \mathbb{N} \tag{2.6}
\end{equation*}
$$

Observe that

$$
\begin{equation*}
D_{q} I_{q} f(x)=f(x), \tag{2.7}
\end{equation*}
$$

and if $f$ is continuous at $x=0$, then

$$
\begin{equation*}
I_{q} D_{q} f(x)=f(x)-f(0) . \tag{2.8}
\end{equation*}
$$

In $q$-calculus, the integration by parts formula is

$$
\begin{equation*}
\int_{0}^{x} f(t) D_{q} g(t) d_{q} t=[f(t) g(t)]_{0}^{x}-\int_{0}^{x} D_{q} f(t) g(q t) d_{q} t . \tag{2.9}
\end{equation*}
$$

### 2.2. Multivalued Analysis

Let us recall some basic definitions on multivalued maps [18, 19].
Let $X$ denote a normed space with the norm $|\cdot|$. A multivalued map $G: X \rightarrow p(X)$ is convex (closed) valued if $G(x)$ is convex (closed) for all $x \in X$. G is bounded on bounded sets if $G(B)=\cup_{x \in B} G(x)$ is bounded in $X$ for all bounded sets $B$ in $X$ (i.e., $\sup _{x \in B}\{\sup \{|y|:$ $y \in G(x)\}\}<\infty)$. $G$ is called upper semicontinuous (u.s.c.) on $X$ if for each $x_{0} \in X$, the set $G\left(x_{0}\right)$ is a nonempty closed subset of $X$, and if for each open set $N$ of $X$ containing $G\left(x_{0}\right)$, there exists an open neighborhood $N_{0}$ of $x_{0}$ such that $G\left(N_{0}\right) \subseteq N$. G is said to be completely continuous if $G(\mathbb{B})$ is relatively compact for every bounded set $B$ in $X$. If the multivalued map $G$ is completely continuous with nonempty compact values, then $G$ is u.s.c. if and only if $G$ has a closed graph (i.e., $x_{n} \rightarrow x_{*}, y_{n} \rightarrow y_{*}, y_{n} \in G\left(x_{n}\right)$ imply $\left.y_{*} \in G\left(x_{*}\right)\right)$. G has a fixedpoint if there is $x \in X$ such that $x \in G(x)$. The fixed-point set of the multivalued operator $G$ will be denoted by Fix $G$.

For more details on multivalued maps, see the books of Aubin and Cellina [20], Aubin and Frankowska [21], Deimling [18], and Hu and Papageorgiou [19].

Let $C([0, T], \mathbb{R})$ denote the Banach space of all continuous functions from $[0, T]$ into $\mathbb{R}$ with the norm

$$
\begin{equation*}
\|u\|_{\infty}=\sup \{|u(t)|: t \in[0, T]\} \tag{2.10}
\end{equation*}
$$

Let $L^{1}([0, T], \mathbb{R})$ be the Banach space of measurable functions $u:[0, T] \rightarrow \mathbb{R}$ which are Lebesgue integrable and normed by

$$
\begin{equation*}
\|u\|_{L^{1}}=\int_{0}^{T}|u(t)| d t, \quad \forall u \in L^{1}([0, T], \mathbb{R}) \tag{2.11}
\end{equation*}
$$

Definition 2.1. A multivalued $\operatorname{map} G:[0, T] \rightarrow P(\mathbb{R})$ with nonempty compact convex values is said to be measurable if for any $x \in \mathbb{R}$, the function

$$
\begin{equation*}
\mathrm{t} \longmapsto d(x, F(t))=\inf \{|x-z|: z \in F(t)\} \tag{2.12}
\end{equation*}
$$

is measurable.
Definition 2.2. A multivalued map $F:[0, T] \times \mathbb{R} \rightarrow P(\mathbb{R})$ is said to be Carathéodory if
(i) $t \mapsto F(t, x)$ is measurable for each $x \in \mathbb{R}$,
(ii) $x \mapsto F(t, x)$ is upper semicontinuous for almost all $t \in[0, T]$.

Further a Carathéodory function $F$ is called $L^{1}$-Carathéodory if
(iii) for each $\alpha>0$, there exists $\varphi_{\alpha} \in L^{1}\left([0, T], \mathbb{R}^{+}\right)$such that

$$
\begin{equation*}
\|F(t, x)\|=\sup \{|v|: v \in F(t, x)\} \leq \varphi_{\alpha}(t) \tag{2.13}
\end{equation*}
$$

for all $\|x\|_{\infty} \leq \alpha$ and for a.e. $t \in[0, T]$.
Let $E$ be a Banach space, let $X$ be a nonempty closed subset of $E$, and let $G: X \rightarrow P(E)$ be a multivalued operator with nonempty closed values. $G$ is lower semicontinuous (l.s.c.) if the set $\{x \in X: G(x) \cap B \neq \emptyset\}$ is open for any open set $B$ in $E$. Let $A$ be a subset of $[0, T] \times \mathbb{R}$. $A$ is $\mathcal{L} \otimes \mathcal{B}$ measurable if $A$ belongs to the $\sigma$-algebra generated by all sets of the form $\partial \times D$, where $\partial$ is Lebesgue measurable in $[0, T]$ and $D$ is Borel measurable in $\mathbb{R}$. A subset $A$ of $L^{1}([0, T], \mathbb{R})$ is decomposable if for all $u, v \in A$ and $\partial \subset[0, T]$ measurable, the function $u_{X_{2}}+v_{X_{J-2}} \in A$, where $x_{2}$ stands for the characteristic function of 2 .

Definition 2.3. If $F:[0, T] \times \mathbb{R} \rightarrow P(\mathbb{R})$ is a multivalued map with compact values and $u(\cdot) \in C([0, T], \mathbb{R})$, then $F(\cdot, \cdot)$ is of lower semicontinuous type if

$$
\begin{equation*}
S_{F}(u)=\left\{w \in L^{1}([0, T], \mathbb{R}): w(t) \in F(t, u(t)) \quad \text { for a.e. } t \in[0, T]\right\} \tag{2.14}
\end{equation*}
$$

is lower semicontinuous with closed and decomposable values.

Let $(X, d)$ be a metric space associated with the norm $|\cdot|$. The Pompeiu-Hausdorff distance of the closed subsets $A, B \subset X$ is defined by

$$
\begin{equation*}
d_{H}(A, B)=\max \left\{d^{*}(A, B), d^{*}(B, A)\right\}, d^{*}(A, B)=\sup \{d(a, B): a \in A\} \tag{2.15}
\end{equation*}
$$

where $d(x, B)=\inf _{y \in B} d(x, y)$.
Definition 2.4. A function $l: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is said to be a strict comparison function (see [25]) if it is continuous strictly increasing and $\sum_{n=1}^{\infty} l^{n}(t)<\infty$, for each $t>0$.

Definition 2.5. A multivalued operator $N$ on $X$ with nonempty values in $X$ is called
(a) $\gamma$-Lipschitz if and only if there exists $\gamma>0$ such that

$$
\begin{equation*}
d_{H}(N(x), N(y)) \leq \gamma d(x, y), \quad \text { for each } x, y \in X \tag{2.16}
\end{equation*}
$$

(b) a contraction if and only if it is $\gamma$-Lipschitz with $\gamma<1$,
(c) a generalized contraction if and only if there is a strict comparison function $l: \mathbb{R}_{+} \rightarrow$ $\mathbb{R}_{+}$such that

$$
\begin{equation*}
d_{H}(N(x), N(y)) \leq l(d(x, y)), \quad \text { for each } x, y \in X \tag{2.17}
\end{equation*}
$$

The following lemmas will be used in the sequel.
Lemma 2.6 (see [22]). Let X be a Banach space. Let $F:[0, T] \times X \rightarrow P(X)$ be an $L^{1}$-Carathéodory multivalued map with $S_{F} \neq \emptyset$, and let $\Gamma$ be a linear continuous mapping from $L^{1}([0, T], X)$ to $C([0, T], X)$, then the operator

$$
\begin{equation*}
\Gamma \circ S_{F}: C([0, T], X) \longrightarrow P(C([0, T], X)) \tag{2.18}
\end{equation*}
$$

defined by $\left(\Gamma \circ S_{F}\right)(x)=\Gamma\left(S_{F}(x)\right)$ has compact convex values and has a closed graph operator in $C([0, T], X) \times C([0, T], X)$.

In passing, we remark that if $\operatorname{dim} X<\infty$, then $S_{F}(x) \neq \emptyset$ for any $x(\cdot) \in C([0, T], X)$ with $F(\cdot, \cdot)$ as in Lemma 2.6.

Lemma 2.7 (nonlinear alternative for Kakutani maps [23]). Let E be a Banach space, C, a closed convex subset of $E, U$ an open subset of $C$ and $0 \in U$. Suppose that $F: \bar{U} \rightarrow p_{c, c v}(C)$ is an upper semicontinuous compact map; here, $D_{c, c v}(C)$ denotes the family of nonempty, compact convex subsets of $C$, then either
(i) F has a fixed-point in $\bar{U}$,
(ii) or there is a $u \in \partial U$ and $\lambda \in(0,1)$ with $u \in \lambda F(u)$.

Lemma 2.8 (see [24]). Let $Y$ be a separable metric space, and let $N: Y \rightarrow p\left(L^{1}([0, T], \mathbb{R})\right)$ be a lower semicontinuous multivalued map with closed decomposable values, then $N(\cdot)$ has a continuous
selection; that is, there exists a continuous mapping (single-valued) $g: Y \rightarrow L^{1}([0, T], \mathbb{R})$ such that $g(y) \in N(y)$ for every $y \in Y$.

Lemma 2.9 (Wegrzyk's fixed-point theorem $[25,26]$ ). Let $(X, d)$ be a complete metric space. If $N: X \rightarrow D(X)$ is a generalized contraction with nonempty closed values, then Fix $N \neq \emptyset$.

Lemma 2.10 (Covitz and Nadler's fixed-point theorem [27]). Let ( $X, d$ ) be a complete metric space. If $N: X \rightarrow P(X)$ is a multivalued contraction with nonempty closed values, then $N$ has a fixed-point $z \in X$ such that $z \in N(z)$, that is, Fix $N \neq \emptyset$.

## 3. Main Results

In this section, we are concerned with the existence of solutions for the Problems (1.1)-(1.2) when the right-hand side has convex as well as nonconvex values. Initially, we assume that $F$ is a compact and convex valued multivalued map.

To define the solution for the Problems (1.1)-(1.2), we need the following result.
Lemma 3.1. Suppose that $\sigma:[0, T] \rightarrow \mathbb{R}$ is continuous, then the following problem

$$
\begin{gather*}
D_{q}^{2} u(t)=\sigma(t), \quad \text { a.e. } t \in[0, T],  \tag{3.1}\\
u(0)=\eta u(T), \quad D_{q} u(0)=\eta D_{q} u(T)
\end{gather*}
$$

has a unique solution

$$
\begin{equation*}
u(t)=\int_{0}^{T} G(t, q s) \sigma(s) d_{q} s, \tag{3.2}
\end{equation*}
$$

where $G(t, q s)$ is the Green's function given by

$$
G(t, q s)=\frac{1}{(\eta-1)^{2}} \begin{cases}\eta(\eta-1)(q s-t)+\eta T, & \text { if } 0 \leq t<s \leq T  \tag{3.3}\\ (\eta-1)(q s-t)+\eta T, & \text { if } 0 \leq s \leq t \leq T\end{cases}
$$

Proof. In view of (2.7) and (2.9), the solution of $D_{q}^{2} u=\sigma(t)$ can be written as

$$
\begin{equation*}
u(t)=\int_{0}^{t}(t-q s) \sigma(s) d_{q} s+a_{1} t+a_{2} \tag{3.4}
\end{equation*}
$$

where $a_{1}, a_{2}$ are arbitrary constants. Using the boundary conditions (1.2) and (3.4), we find that

$$
\begin{gather*}
a_{1}=\frac{-\eta}{(\eta-1)} \int_{0}^{T} \sigma(s) d_{q} s \\
a_{2}=\frac{\eta^{2} T}{(\eta-1)^{2}} \int_{0}^{T} \sigma(s) d_{q} s-\frac{\eta}{(\eta-1)} \int_{0}^{T}(T-q s) \sigma(s) d_{q} s \tag{3.5}
\end{gather*}
$$

Substituting the values of $a_{1}$ and $a_{2}$ in (3.4), we obtain (3.2).
Let us denote

$$
\begin{equation*}
G_{1}=\max _{t, s \in[0, T]}|G(t, q s)| . \tag{3.6}
\end{equation*}
$$

Definition 3.2. A function $u \in C([0, T], \mathbb{R})$ is said to be a solution of (1.1)-(1.2) if there exists a function $v \in L^{1}([0, T], \mathbb{R})$ with $v(t) \in F(t, x(t))$ a.e. $t \in[0, T]$ and

$$
\begin{equation*}
u(t)=\int_{0}^{T} G(t, q s) v(s) d_{q} s \tag{3.7}
\end{equation*}
$$

where $G(t, q s)$ is given by (3.3).
Theorem 3.3. Suppose that
(H1) the map $F:[0, T] \times \mathbb{R} \rightarrow D(\mathbb{R})$ has nonempty compact convex values and is Carathéodory,
(H2) there exist a continuous nondecreasing function $\psi:[0, \infty) \rightarrow(0, \infty)$ and a function $p \in L^{1}\left([0, T], \mathbb{R}_{+}\right)$such that

$$
\begin{equation*}
\|F(t, u)\|_{p}:=\sup \{|v|: v \in F(t, u)\} \leq p(t) \psi\left(\|u\|_{\infty}\right) \tag{3.8}
\end{equation*}
$$

for each $(t, u) \in[0, T] \times \mathbb{R}$,
(H3) there exists a number $M>0$ such that

$$
\begin{equation*}
\frac{M}{G_{1} \psi(M)\|p\|_{L^{1}}}>1 \tag{3.9}
\end{equation*}
$$

then the BVP (1.1)-(1.2) has at least one solution.
Proof. In view of Definition 3.2, the existence of solutions to (1.1)-(1.2) is equivalent to the existence of solutions to the integral inclusion

$$
\begin{equation*}
u(t) \in \int_{0}^{T} G(t, q s) F(s, u(s)) d_{q} s, \quad t \in[0, T] \tag{3.10}
\end{equation*}
$$

Let us introduce the operator

$$
\begin{equation*}
N(u):=\left\{h \in C([0, T], \mathbb{R}): h(t)=\int_{0}^{T} G(t, q s) v(s) d_{q} s, v \in S_{F, u}\right\} \tag{3.11}
\end{equation*}
$$

We will show that $N$ satisfies the assumptions of the nonlinear alternative of LeraySchauder type. The proof will be given in several steps.

Step $1(N(u)$ is convex for each $u \in C([0, T], \mathbb{R}))$. Indeed, if $h_{1}, h_{2}$ belong to $N(u)$, then there exist $v_{1}, v_{2} \in S_{F, u}$ such that for each $t \in[0, T]$, we have

$$
\begin{equation*}
h_{i}(t)=\int_{0}^{T} G(t, q s) v_{i}(s) d_{q} s, \quad(i=1,2) \tag{3.12}
\end{equation*}
$$

Let $0 \leq d \leq 1$, then, for each $t \in[0, T]$, we have

$$
\begin{equation*}
\left(d h_{1}+(1-d) h_{2}\right)(t)=\int_{0}^{T} G(t, q s)\left[d v_{1}(s)+(1-d) v_{2}(s)\right] d_{q} s \tag{3.13}
\end{equation*}
$$

Since $S_{F, u}$ is convex (because $F$ has convex values); therefore,

$$
\begin{equation*}
d h_{1}+(1-d) h_{2} \in N(u) \tag{3.14}
\end{equation*}
$$

Step 2 ( $N$ maps bounded sets into bounded sets in $C([0, T], \mathbb{R})$ ). Let $B_{m}=\{u \in C([0, T], \mathbb{R})$ : $\left.\|u\|_{\infty} \leq m, m>0\right\}$ be a bounded set in $C([0, T], \mathbb{R})$ and $u \in B_{m}$, then for each $h \in N(u)$, there exists $v \in S_{F, u}$ such that

$$
\begin{equation*}
h(t)=\int_{0}^{T} G(t, q s) v(s) d_{q} s \tag{3.15}
\end{equation*}
$$

Then, in view of (H2), we have

$$
\begin{align*}
|h(t)| & \leq \int_{0}^{T}|G(t, q s)||v(s)| d_{q} s \\
& \leq G_{1} \int_{0}^{T} p(s) \psi\left(\|u\|_{\infty}\right) d_{q} s  \tag{3.16}\\
& \leq G_{1} \psi(m) \int_{0}^{T} p(s) d_{q} s
\end{align*}
$$

Thus,

$$
\begin{equation*}
\|h\|_{\infty} \leq G_{1} \psi(m)\|p\|_{L^{1}} \tag{3.17}
\end{equation*}
$$

Step 3 ( $N$ maps bounded sets into equicontinuous sets of $C([0, T], \mathbb{R})$ ). Let $r_{1}, r_{2} \in[0$, $T], \quad r_{1}<r_{2}$ and $B_{m}$ be a bounded set of $C([0, T], \mathbb{R})$ as in Step 2 and $x \in B_{m}$. For each $h \in N(u)$

$$
\begin{align*}
\left|h\left(r_{2}\right)-h\left(r_{1}\right)\right| & \leq \int_{0}^{T}\left|G\left(r_{2}, s\right)-G\left(r_{1}, s\right) \| v(s)\right| d_{q} s \\
& \leq \psi\left(\|u\|_{\infty}\right) \int_{0}^{T}\left|G\left(r_{2}, s\right)-G\left(r_{1}, s\right)\right| p(s) d_{q} s  \tag{3.18}\\
& \leq \psi(m) \int_{0}^{T}\left|G\left(r_{2}, s\right)-G\left(r_{1}, s\right)\right| p(s) d_{q} s
\end{align*}
$$

The right-hand side tends to zero as $r_{2}-r_{1} \rightarrow 0$. As a consequence of Steps 1 to 3 together with the Arzelá-Ascoli Theorem, we can conclude that $N: C([0, T], \mathbb{R}) \rightarrow P(C([0, T], \mathbb{R}))$ is completely continuous.

Step 4 ( $N$ has a closed graph). Let $u_{n} \rightarrow u_{*}, h_{n} \in N\left(u_{n}\right)$, and $h_{n} \rightarrow h_{*}$. We need to show that $h_{*} \in N\left(u_{*}\right) . h_{n} \in N\left(u_{n}\right)$ means that there exists $v_{n} \in S_{F, u_{n}}$ such that, for each $t \in[0, T]$,

$$
\begin{equation*}
h_{n}(t)=\int_{0}^{T} G(t, q s) v_{n}(s) d_{q} s \tag{3.19}
\end{equation*}
$$

We must show that there exists $h_{*} \in S_{F, u_{*}}$ such that, for each $t \in[0, T]$,

$$
\begin{equation*}
h_{*}(t)=\int_{0}^{T} G(t, q s) v_{*}(s) d_{q} s \tag{3.20}
\end{equation*}
$$

Clearly, we have

$$
\begin{equation*}
\left\|h_{n}-h_{*}\right\|_{\infty} \longrightarrow 0 \text { as } n \longrightarrow \infty \tag{3.21}
\end{equation*}
$$

Consider the continuous linear operator

$$
\begin{equation*}
\Gamma: L^{1}([0, T], \mathbb{R}) \longrightarrow C([0, T], \mathbb{R}) \tag{3.22}
\end{equation*}
$$

defined by

$$
\begin{equation*}
v \longmapsto(\Gamma v)(t)=\int_{0}^{T} G(t, q s) v(s) d_{q} s \tag{3.23}
\end{equation*}
$$

From Lemma 2.6, it follows that $\Gamma \circ S_{F}$ is a closed graph operator. Moreover, we have

$$
\begin{equation*}
h_{n}(t) \in \Gamma\left(S_{F, u_{n}}\right) \tag{3.24}
\end{equation*}
$$

Since $u_{n} \rightarrow u_{*}$, it follows from Lemma 2.6 that

$$
\begin{equation*}
h_{*}(t)=\int_{0}^{T} G(t, q s) v_{*}(s) d_{q} s \tag{3.25}
\end{equation*}
$$

for some $v_{*} \in S_{F, u_{*}}$.
Step 5 (a priori bounds on solutions). Let $u$ be a possible solution of the Problems (1.1)-(1.2), then there exists $v \in L^{1}([0, T], \mathbb{R})$ with $v \in S_{F, u}$ such that, for each $t \in[0, T]$,

$$
\begin{equation*}
u(t)=\int_{0}^{T} G(t, q s) v(s) d_{q} s \tag{3.26}
\end{equation*}
$$

For each $t \in[0, T]$, it follows by (H2) and (H3) that

$$
\begin{align*}
|u(t)| & \leq G_{1} \int_{0}^{T} p(s) \psi\left(\|u\|_{\infty}\right) d_{q} s \\
& \leq G_{1} \psi\left(\|u\|_{\infty}\right) \int_{0}^{T} p(s) d_{q} s \tag{3.27}
\end{align*}
$$

Consequently,

$$
\begin{equation*}
\frac{\|u\|_{\infty}}{G_{1} \psi\left(\|u\|_{\infty}\right)\|p\|_{L^{1}}} \leq 1 \tag{3.28}
\end{equation*}
$$

Then by (H3), there exists $M$ such that $\|u\|_{\infty} \neq M$.
Let

$$
\begin{equation*}
U=\left\{u \in C([0, T], \mathbb{R}):\|u\|_{\infty}<M+1\right\} \tag{3.29}
\end{equation*}
$$

The operator $N: \bar{U} \rightarrow P(C([0, T], \mathbb{R}))$ is upper semicontinuous and completely continuous. From the choice of $U$, there is no $u \in \partial U$ such that $u \in \lambda N(u)$ for some $\lambda \in(0,1)$. Consequently, by Lemma 2.7, it follows that $N$ has a fixed-point $u$ in $\bar{U}$ which is a solution of the Problems (1.1)-(1.2). This completes the proof.

Next, we study the case where $F$ is not necessarily convex valued. Our approach here is based on the nonlinear alternative of Leray-Schauder type combined with the selection theorem of Bressan and Colombo for lower semicontinuous maps with decomposable values.

Theorem 3.4. Suppose that the conditions (H2) and (H3) hold. Furthermore, it is assumed that
(H4) $F:[0, T] \times \mathbb{R} \rightarrow P(\mathbb{R})$ has nonempty compact values and
(a) $(t, u) \mapsto F(t, u)$ is $\mathcal{\perp} \otimes \mathbb{B}$ measurable,
(b) $u \mapsto F(t, u)$ is lower semicontinuous for a.e. $t \in[0, T]$,
(H5) for each $\rho>0$, there exists $\varphi_{\rho} \in L^{1}\left([0, T], \mathbb{R}_{+}\right)$such that

$$
\begin{equation*}
\|F(t, u)\|=\sup \{|v|: v \in F(t, u)\} \leq \varphi_{\rho}(t) \quad \forall\|u\|_{\infty} \leq \rho \text { and for a.e. } t \in[0, T] \tag{3.30}
\end{equation*}
$$

then, the BVP (1.1)-(1.2) has at least one solution.
Proof. Note that (H4) and (H5) imply that $F$ is of lower semicontinuous type. Thus, by Lemma 2.8, there exists a continuous function $f: C([0, T], \mathbb{R}) \rightarrow L^{1}([0, T], \mathbb{R})$ such that $f(u) \in \mathscr{F}(u)$ for all $u \in C([0, T], \mathbb{R})$. So we consider the problem

$$
\begin{gather*}
D_{q}^{2} u(t)=f(u(t)), \quad 0 \leq t \leq T, \\
u(0)=\eta u(T), \quad D_{q} u(0)=\eta D_{q} u(T) . \tag{3.31}
\end{gather*}
$$

Clearly, if $u \in C([0, T], \mathbb{R})$ is a solution of (3.31), then $u$ is a solution to the Problems (1.1)(1.2). Transform the Problem (3.31) into a fixed-point theorem

$$
\begin{equation*}
u(t)=(\bar{N} u)(t), \quad t \in[0, T] \tag{3.32}
\end{equation*}
$$

where

$$
\begin{equation*}
(\bar{N} u)(t)=\int_{0}^{T} G(t, q s) f(u(s)) d_{q} s, \quad t \in[0, T] \tag{3.33}
\end{equation*}
$$

We can easily show that $\bar{N}$ is continuous and completely continuous. The remainder of the proof is similar to that of Theorem 3.3.

Now, we prove the existence of solutions for the Problems (1.1)-(1.2) with a nonconvex valued right-hand side by applying Lemma 2.9 due to Wegrzyk.

Theorem 3.5. Suppose that
(H6) $F:[0, T] \times \mathbb{R} \rightarrow D(\mathbb{R})$ has nonempty compact values and $F(\cdot, u)$ is measurable for each $u \in \mathbb{R}$,
(H7) $d_{H}(F(t, u), F(t, \bar{u})) \leq k(t) l(|u-\bar{u}|)$ for almost all $t \in[0,1]$ and $u, \bar{u} \in \mathbb{R}$ with $k \in$ $L^{1}\left([0,1], \mathbb{R}_{+}\right)$and $d(0, F(t, 0)) \leq k(t)$ for almost all $t \in[0,1]$, where $l: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is strictly increasing,
then the BVP (1.1)-(1.2) has at least one solution on $[0, T]$ if $\gamma l: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is a strict comparison function, where $\gamma=G_{1}\|k\|_{L^{1}}$.

Proof. Suppose that $\gamma l: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is a strict comparison function. Observe that by the assumptions (H6) and (H7), $F(\cdot, u(\cdot))$ is measurable and has a measurable selection $v(\cdot)$ (see Theorem 3.6 [28]). Also $k \in L^{1}([0,1], \mathbb{R})$ and

$$
\begin{align*}
|v(t)| & \leq d(0, F(t, 0))+H_{d}(F(t, 0), F(t, u(t))) \\
& \leq k(t)+k(t) l(|u(t)|)  \tag{3.34}\\
& \leq\left(1+l\left(\|u\|_{\infty}\right)\right) k(t)
\end{align*}
$$

Thus, the set $S_{F, u}$ is nonempty for each $u \in C([0, T], \mathbb{R})$.
As before, we transform the Problems (1.1)-(1.2) into a fixed-point problem by using the multivalued map $N$ given by (3.11) and show that the map $N$ satisfies the assumptions of Lemma 2.9. To show that the map $N(u)$ is closed for each $u \in C([0, T], \mathbb{R})$, let $\left(u_{n}\right)_{n \geq 0} \in N(u)$ such that $u_{n} \rightarrow \tilde{u}$ in $C([0, T], \mathbb{R})$, then $\tilde{u} \in C([0, T], \mathbb{R})$ and there exists $v_{n} \in S_{F, u}$ such that, for each $t \in[0, T]$,

$$
\begin{equation*}
u_{n}(t)=\int_{0}^{T} G(\mathrm{t}, q s) v_{n}(s) d_{q} s \tag{3.35}
\end{equation*}
$$

As $F$ has compact values, we pass onto a subsequence to obtain that $v_{n}$ converges to $v$ in $L^{1}([0, T], \mathbb{R})$. Thus, $v \in S_{F, u}$ and for each $t \in[0, T]$,

$$
\begin{equation*}
u_{n}(t) \longrightarrow \tilde{u}(t)=\int_{0}^{T} G(t, q s) v(s) d_{q} s \tag{3.36}
\end{equation*}
$$

So, $\tilde{u} \in N(u)$ and hence $N(u)$ is closed.
Next, we show that

$$
\begin{equation*}
d_{H}(N(u), N(\bar{u})) \leq \gamma l\left(\|u-\bar{u}\|_{\infty}\right) \quad \text { for each } u, \bar{u} \in C([0, T], \mathbb{R}) \tag{3.37}
\end{equation*}
$$

Let $u, \bar{u} \in C([0, T], \mathbb{R})$ and $h_{1} \in N(u)$. Then, there exists $v_{1}(t) \in S_{F, u}$ such that for each $t \in[0, T]$,

$$
\begin{equation*}
h_{1}(t)=\int_{0}^{T} G(t, q s) v_{1}(s) d_{q} s . \tag{3.38}
\end{equation*}
$$

From (H7), it follows that

$$
\begin{equation*}
d_{H}(F(t, u(t)), F(t, \bar{u}(t))) \leq k(t) l(|u(t)-\bar{u}(t)|) \tag{3.39}
\end{equation*}
$$

So, there exists $w \in F(t, \bar{u}(t))$ such that

$$
\begin{equation*}
\left|v_{1}(t)-w\right| \leq k(t) l(|u(t)-\bar{u}(t)|), \quad t \in[0, T] \tag{3.40}
\end{equation*}
$$

Define $U:[0, T] \rightarrow D(\mathbb{R})$ as

$$
\begin{equation*}
U(t)=\left\{w \in \mathbb{R}:\left|v_{1}(t)-w\right| \leq k(t) l(|u(t)-\bar{u}(t)|)\right\} . \tag{3.41}
\end{equation*}
$$

Since the multivalued operator $U(t) \cap F(t, \bar{u}(t))$ is measurable (see Proposition 3.4 in [28]), there exists a function $v_{2}(t)$ which is a measurable selection for $U(t) \cap F(t, \bar{u}(t))$. So, $v_{2}(t) \in$ $F(t, \bar{u}(t))$, and for each $t \in[0, T]$,

$$
\begin{equation*}
\left|v_{1}(t)-v_{2}(t)\right| \leq k(t) l(|u(t)-\bar{u}(t)|) \tag{3.42}
\end{equation*}
$$

For each $t \in[0, T]$, let us define

$$
\begin{equation*}
h_{2}(t)=\int_{0}^{T} G(t, q s) v_{2}(s) d_{q} s \tag{3.43}
\end{equation*}
$$

then

$$
\begin{align*}
\left|h_{1}(t)-h_{2}(t)\right| & \leq \int_{0}^{T}|G(t, q s)|\left|v_{1}(s)-v_{2}(s)\right| d_{q} s \\
& \leq G_{1} \int_{0}^{T} k(s) l(\|u-\bar{u}\|) d_{q} s \tag{3.44}
\end{align*}
$$

Thus,

$$
\begin{equation*}
\left\|h_{1}-h_{2}\right\|_{\infty} \leq G_{1}\|k\|_{L^{1}} l\left(\|u-\bar{u}\|_{\infty}\right)=\gamma l\left(\|u-\bar{u}\|_{\infty}\right) \tag{3.45}
\end{equation*}
$$

By an analogous argument, interchanging the roles of $u$ and $\bar{u}$, we obtain

$$
\begin{equation*}
d_{H}(N(u), N(\bar{u})) \leq G_{1}\|k\|_{L^{1}} l\left(\|u-\bar{u}\|_{\infty}\right)=\gamma l\left(\|u-\bar{u}\|_{\infty}\right) \tag{3.46}
\end{equation*}
$$

for each $u, \bar{u} \in C([0, T], \mathbb{R})$. So, $N$ is a generalized contraction, and thus, by Lemma $2.9, N$ has a fixed-point $u$ which is a solution to (1.1)-(1.2). This completes the proof.

Remark 3.6. We notice that Theorem 3.5 holds for several values of the function $l$, for example, $l(t)=\ln (1+t) / X$, where $\chi \in(0,1), l(t)=t$, and so forth. Here, we emphasize that the condition (H7) reduces to $d_{H}(F(t, u), F(t, \bar{u})) \leq k(t)|u-\bar{u}|$ for $l(t)=t$, where a contraction principle for multivalued map due to Covitz and Nadler [27] (Lemma 2.10) is applicable under the condition $G_{1}\|k\|_{L^{1}}<1$. Thus, our result dealing with a nonconvex valued right-hand side of (1.1) is more general, and the previous results for nonconvex valued right-hand side of the inclusions based on Covitz and Nadler's fixed-point result (e.g., see [8]) can be extended to generalized contraction case.

Remark 3.7. Our results correspond to the ones for second-order $q$-difference inclusions with antiperiodic boundary conditions $\left(u(0)=-u(T), D_{q} u(0)=-D_{q} u(T)\right)$ for $\eta=-1$. The results for an initial value problem of second-order $q$-difference inclusions follow for $\eta=0$. These results are new in the present configuration.

Remark 3.8. In the limit $q \rightarrow 1$, the obtained results take the form of their "continuous" (i.e., differential) counterparts presented in Sections 4 (ii) for $\lambda_{1}=\lambda_{2}=\eta, \mu_{1}=0=\mu_{2}$ of [29].

Example 3.9. Consider a boundary value problem of second-order $q$-difference inclusions given by

$$
\begin{gather*}
D_{q}^{2} u(t) \in F(t, u(t)), \quad 0 \leq t \leq 1 \\
u(0)=-u(1), \quad D_{q} u(0)=-D_{q} u(1), \tag{3.47}
\end{gather*}
$$

where $\eta=-1$ and $F:[0,1] \times \mathbb{R} \rightarrow P(\mathbb{R})$ is a multivalued map given by

$$
\begin{equation*}
(t, u) \longrightarrow F(t, u)=\left[\frac{u^{3}}{u^{3}+3}+t^{3}+3, \frac{u}{u+1}+t+1\right] \tag{3.48}
\end{equation*}
$$

For $f \in F$, we have

$$
\begin{equation*}
|f| \leq \max \left(\frac{u^{3}}{u^{3}+3}+t^{3}+3, \frac{u}{u+1}+t+1\right) \leq 5, \quad u \in \mathbb{R} \tag{3.49}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\|F(t, u)\|_{p}:=\sup \{|y|: y \in F(t, u)\} \leq 5=p(t) \psi\left(\|u\|_{\infty}\right), \quad u \in \mathbb{R} \tag{3.50}
\end{equation*}
$$

with $p(t)=1, \psi\left(\|u\|_{\infty}\right)=5$. Further, using the condition

$$
\begin{equation*}
\frac{M}{G_{1} \psi(M)\|p\|_{L^{1}}}>1 \tag{3.51}
\end{equation*}
$$

we find that $M>5 G_{2}$, where $G_{2}=\left.G_{1}\right|_{\eta=-1, T=1}$. Clearly, all the conditions of Theorem 3.3 are satisfied. So, the conclusion of Theorem 3.3 applies to the Problem (3.47).

## Acknowledgments

The authors thank the referees for their comments. The research of B. Ahmad was partially supported by Deanship of Scientific Research (DSR), King Abdulaziz University, Jeddah, Saudi Arabia.

## References

[1] V. Kac and P. Cheung, Quantum Calculus, Springer, New York, NY, USA, 2002.
[2] F. H. Jackson, "On q-definite integrals," Quarterly Journal, vol. 41, pp. 193-203, 1910.
[3] G. Gasper and M. Rahman, Basic Hypergeometric Series, Cambridge University Press, Cambridge, UK, 1990.
[4] M. H. Annaby and Z. S. Mansour, " $q$-Taylor and interpolation series for Jackson $q$-difference operators," Journal of Mathematical Analysis and Applications, vol. 344, no. 1, pp. 472-483, 2008.
[5] A. Dobrogowska and A. Odzijewicz, "Second order q-difference equations solvable by factorization method," Journal of Computational and Applied Mathematics, vol. 193, no. 1, pp. 319-346, 2006.
[6] M. El-Shahed and H. A. Hassan, "Positive solutions of q-Difference equation," Proceedings of the American Mathematical Society, vol. 138, no. 5, pp. 1733-1738, 2010.
[7] E. O. Ayoola, "Quantum stochastic differential inclusions satisfying a general lipschitz condition," Dynamic Systems and Applications, vol. 17, no. 3-4, pp. 487-502, 2008.
[8] A. Belarbi and M. Benchohra, "Existence results for nonlinear boundary-value problems with integral boundary conditions," Electronic Journal of Differential Equations, vol. 2005, no. 06, pp. 1-10, 2005.
[9] M. Benaïm, J. Hofbauer, and S. Sorin, "Stochastic approximations and differential inclusions, Part II: applications," Mathematics of Operations Research, vol. 31, no. 4, pp. 673-695, 2006.
[10] Y. K. Chang, W. T. Li, and J. J. Nieto, "Controllability of evolution differential inclusions in Banach spaces," Nonlinear Analysis, Theory, Methods and Applications, vol. 67, no. 2, pp. 623-632, 2007.
[11] S. K. Ntouyas, "Neumann boundary value problems for impulsive differential inclusions," Electronic Journal of Qualitative Theory of Differential Equations, no. 22, pp. 1-13, 2009.
[12] J. Simsen and C. B. Gentile, "Systems of $p$-Laplacian differential inclusions with large diffusion," Journal of Mathematical Analysis and Applications, vol. 368, no. 2, pp. 525-537, 2010.
[13] G. V. Smirnov, Introduction to the Theory of Differential Inclusions, American Mathematical Society, Providence, RI, USA, 2002.
[14] N. Apreutesei and G. Apreutesei, "A Trotter-Kato type result for a second order difference inclusion in a Hilbert space," Journal of Mathematical Analysis and Applications, vol. 361, no. 1, pp. 195-204, 2010.
[15] F. M. Atici and D. C. Biles, "First order dynamic inclusions on time scales," Journal of Mathematical Analysis and Applications, vol. 292, no. 1, pp. 222-237, 2004.
[16] A. Cernea and C. Georgescu, "Necessary optimality conditions for differential-difference inclusions with state constraints," Journal of Mathematical Analysis and Applications, vol. 334, no. 1, pp. 43-53, 2007.
[17] Y. K. Chang and W. T. Li, "Existence results for second-order dynamic inclusion with m-point boundary value conditions on time scales," Applied Mathematics Letters, vol. 20, no. 8, pp. 885-891, 2007.
[18] K. Deimling, Multivalued Differential Equations, Walter De Gruyter, Berlin, Germany, 1992.
[19] S. Hu and N. Papageorgiou, Handbook of Multivalued Analysis, Theory I, Kluwer Academic, Dodrecht, The Netherlands, 1997.
[20] J. P. Aubin and A. Cellina, Differential Inclusions, Springer, Heidelberg, Germany, 1984.
[21] J. P. Aubin and H. Frankowska, Set-Valued Analysis, Birkhäauser, Boston, Mass, USA, 1990.
[22] A. Lasota and Z. Opial, "An application of the Kakutani-Ky Fan theorem in the theory of ordinary differential equations," Bulletin de l'Académie Polonaise des Sciences. Série des Sciences Mathématiques, Astronomiques et Physiques, vol. 13, pp. 781-786, 1965.
[23] A. Granas and J. Dugundji, Fixed Point Theory, Springer, New York, NY, USA, 2003.
[24] A. Bressan and G. Colombo, "Extensions and selections of maps with decomposable values," Studia Mathematica, vol. 90, pp. 69-86, 1988.
[25] T. A. Lazăr, A. Petruşel, and N. Shahzad, "Fixed points for non-self operators and domain invariance theorems," Nonlinear Analysis, Theory, Methods and Applications, vol. 70, no. 1, pp. 117-125, 2009.
[26] R. Wegrzyk, "Fixed point theorems for multifunctions and their applications to functional equations," Dissertationes Mathematicae, vol. 201, pp. 1-28, 1982.
[27] H. Covitz and S. B. Nadler Jr., "Multi-valued contraction mappings in generalized metric spaces," Israel Journal of Mathematics, vol. 8, no. 1, pp. 5-11, 1970.
[28] C. Castaing and M. Valadier, Convex Analysis and Measurable Multifunctions, Lecture Notes in Mathematics 580, Springer, Heidelberg, Germany, 1977.
[29] B. Ahmad and S. K. Ntouyas, "Some existence results for boundary value problems of fractional differential inclusions with non-separated boundary conditions," Electronic Journal of Qualitative Theory of Differential Equations, vol. 71, pp. 1-17, 2010.


Advances in
Operations Research $=-$


The Scientific World Journal



Journal of
Applied Mathematics
$\xrightarrow{\square}$
Algebra
$\xlongequal{=}$


Journal of Probability and Statistics
$\qquad$


International Journal of Differential Equations


