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#### Abstract

Assume that economic activities are conducted in a bounded continuous domain where workers move toward regions that offer higher real wages and away from regions that offer below-average real wages. The density of real wages is calculated by solving the nominal wage equation of the continuous Dixit-Stiglitz-Krugman model in an urban-rural setting. The evolution of the density of workers is described by an unknown function of the replicator equation whose growth rate is equal to the difference between the density of real wages and the average real wage. Hence, the evolution of the densities of workers and real wages is described by the system of the nominal wage equation and the replicator equation. This system of equations is an essentially new kind of system of nonlinear integropartial differential equations in the theory of functional equations. The purpose of this paper is to obtain a sufficient condition for the initial value problem for this system to have a unique global solution.


## 1. Introduction

The new economic geography (NEG) is a new branch of spatial economics that was initiated by Krugman in the early 1990s. This new branch has attracted many social scientists and becomes one of the most important major branches of spatial economics at present. In 2008 Krugman received the Nobel Memorial Prize in Economic Sciences (officially Sveriges Riksbank Prize in Economic Sciences in Memory of Alfred Nobel) for his great contribution to the NEG (see [1-6]). A large number of mathematical models have been built in the NEG. In particular there are many models described by nonlinear integropartial differential equations that are new and important in the theory of functional equations (see [13]). Hence the NEG is regarded as a new frontier of the theory of nonlinear integropartial differential equations.

The Krugman core-periphery model (the CP model) is the origin of the NEG (see [1, Chapter 5]) since various models
are constructed as its extension. The CP model is a discrete model. In this model economic activities are conducted at two points. These two points represent a core region and a periphery region, respectively. An extension to the case of a finite set of points has been studied in [1]. This model is called the Dixit-Stiglitz-Krugman model (DSK model). Its mathematical foundation is studied in [7-13]. Moreover, in [14], we consider an extension of the CP model to the case of a bounded continuous domain where economic activities are conducted continuously in space. This model is called the continuous DSK model (cDSK model).

These models are static models with no population dynamics. It is very important in spatial economics to build population dynamics into them. Hence Krugman constructs the dynamic DSK model (dDSK model) by combining the DSK model with the replicator dynamics that is one of the most fundamental dynamics in evolutionary game theory
(see [15] and [16, Chapter 3]). His dynamic model is very important in spatial economics since it describes economies of agglomeration in the case where workers move from one point to another to seek higher real wages within a finite set of points at which economic activities are conducted (see [1, p. 62, p. 77]). Hence, by following this line, we consider the dynamic cDSK model (dcDSK model) in this paper; that is, we combine the cDSK model with the replicator dynamics. This dynamic model is regarded as a continuous version of the dDSK model and explains agglomeration of capital and concentration of workers when workers move in a bounded continuous domain where economic activities are conducted continuously in space.

Let us discuss the dcDSK model from the viewpoint of the theory of functional equations. The dcDSK model is described by the system of the nominal wage equation and the replicator equation. We refer to this system of equations as the dcDSK system. The nominal wage equation is a nonlinear integral equation that contains the density of nominal wages as an unknown function and the density of workers as a known function (see [14, (2.4)]). Hence, if we solve this equation under the condition that the density of workers is a given function, then we can obtain the density of nominal wages. However, the integral kernel of the nominal wage equation contains not only these densities but also the price index. We must note that the price index itself is a nonlinear integral operator acting on the density of nominal wages and the density of workers (see [14, (2.7)]). Therefore, we can say that the nominal wage equation is a double nonlinear integral equation (see [14, Remark 2.3] for mathematical difficulties caused by the double nonlinearity).

The replicator equation is a nonlinear integropartial differential equation whose unknown function denotes the density of workers. Its coefficient denotes the growth rate of worker population (see [1, (5.1), (5.2)] and [16, p. 73]). The coefficient is equal to the difference between the density of real wages and the average real wage, where the density of real wages is defined as the density of nominal wages deflated by a fractional power of the price index, and the average real wage is defined as the integral of the product of the density of workers and the density of real wages (see [1, $(5,1),(5.6)])$. Hence, the coefficient is regarded as a double nonlinear integral operator acting on the density of workers and the density of nominal wages.

Moreover, the coefficient of the replicator equation of the dcDSK system contains an unknown function implicitly in the sense that the coefficient is determined by solving the nominal wage equation under the condition that the unknown function is given, in contrast to the replicator equation whose coefficient explicitly contains an unknown function in evolutionary game theory (see [16, (3.3)]). If we can define an operator that maps the density of workers to the density of real wages by solving the nominal wage equation under the condition that the density of workers is a given function, then the replicator equation is regarded as a nonlinear integropartial differential equation whose coefficient contains the operator that acts on an unknown function.

For these reasons we deduce that the dcDSK system is an essentially new kind of system of nonlinear integropartial differential equations. Therefore, it is important to study this system not only in spatial economics but also in the theory of functional equations. In this paper we prove a sufficient condition for the initial value problem for the dcDSK system to have a unique global solution and obtain estimates of the solution. The main result is Theorem 4.

## 2. The System of Equations

Let us introduce the notations. Let $E$ be a domain of a Euclidean space. By $L^{1}(E)$ we denote the Banach space of all Lebesgue summable functions of $x \in E$. By $L^{\infty}(E)$ we denote the Banach space of all essentially bounded functions of $x \in E$. By $C(E)$ we denote the Banach space of all uniformly bounded continuous functions of $x \in E$.

We assume that economic activities are conducted continuously in a bounded domain $D$ of an $m$-dimensional Euclidean space, where $m$ is a positive integer. If $m \geq 3$, then the model is unrealistic from the viewpoint of economics, but we accept such a case for mathematical generality in this paper. We denote the norms of the Banach spaces $L^{1}(D)$ and $C(D)$ by $\|\|\cdot\|\|$ and $\|\cdot\|$, respectively; that is, we define

$$
\begin{equation*}
\left\|\left|u(\cdot)\left\|\left\|:=\int_{y \in D}|u(y)| d y, \quad\right\| u(\cdot)\right\|:=\sup _{y \in D}\right| u(y) \mid .\right. \tag{1}
\end{equation*}
$$

Let $T \geq 0$. By $L^{\infty, 1}([0, T] \times D)$ we denote the Banach space of all functions $h=h(t, x)$ such that

$$
\begin{equation*}
\underset{0 \leq t \leq T}{\operatorname{ess} \sup }\|\|h(t, \cdot)\|\|<+\infty . \tag{2}
\end{equation*}
$$

By $L^{1}{ }_{+}(E), L^{\infty}{ }_{+}(E), C_{+}(E)$, and $L^{\infty, 1}{ }_{+}([0, T] \times D)$ we denote the set of all positive-valued functions of $L^{1}(E), L^{\infty}(E), C(E)$, and $L^{\infty, 1}([0, T] \times D)$, respectively. By $L^{1}{ }_{0+}(E), L^{\infty}{ }_{0+}(E)$, $C_{0+}(E)$, and $L^{\infty, 1}{ }_{0+}([0, T] \times D)$ we denote the set of all nonnegative-valued functions of $L^{1}(E), L^{\infty}(E), C(E)$, and $L^{\infty, 1}([0, T] \times D)$, respectively.

Let us introduce the dcDSK system. The nominal wage equation is a nonlinear integral equation of the following form (see [1, (5.5)] and [14, (2.4)]):

$$
\begin{align*}
& w(t, x)^{\sigma} \\
& =\int_{y \in D} Y_{\mu}(\lambda(t, y), w(t, y)) G_{\sigma}(\lambda(t, \cdot), w(t, \cdot) ; y)^{\sigma-1} \\
& \quad \cdot e^{-(\sigma-1) c(x, y)} d y \tag{3}
\end{align*}
$$

where $w=w(t, x)$ is an unknown function that denotes the density of nominal wages at time $t \geq 0$ and at point $x \in D$. By $G_{\sigma}=G_{\sigma}(\lambda(t, \cdot), w(t, \cdot) ; x)$ we denote the price index, which is a nonlinear integral operator of the following form (see [1, (5.4)] and [14, (2.7)]):

$$
\begin{align*}
G_{\sigma} & (\lambda(t, \cdot), w(t, \cdot) ; x)^{\sigma-1} \\
& :=\frac{1}{\int_{y \in D} \lambda(t, y)(1 / w(t, y))^{\sigma-1} e^{-(\sigma-1) c(x, y)} d y} \tag{4}
\end{align*}
$$

where $\lambda=\lambda(t, y)$ represents the density of workers at time $t \geq 0$ and at point $y \in D$. By $\sigma$ we denote the elasticity of substitution among varieties of manufactured goods. We assume that

$$
\begin{equation*}
\sigma>1 \tag{5}
\end{equation*}
$$

When $\sigma$ increases, varieties of manufactured goods are close to perfect substitutes; as $\sigma$ decreases toward 1 , the desire to consume a greater variety of manufactured goods increases (see [1, p. 46] and [2, p. 308]). We denote the income at time $t \geq 0$ and at point $y \in D$ by $Y_{\mu}=Y_{\mu}(\lambda(t, y), w(t, y))$. The dcDSK model consists of a monopolistically competitive sector (manufacturing) and a perfectly competitive sector (agriculture) (see [1, p. 61]). Hence the income consists of agricultural income and manufacturing income; that is, it has the following form (see [1, (5.3)]):

$$
\begin{gather*}
Y_{\mu}(\lambda(t, y), w(t, y))=\mu \lambda(t, y) w(t, y)+(1-\mu) \phi(y)  \tag{6}\\
0<\mu<1 \tag{7}
\end{gather*}
$$

where $\mu$ and $(1-\mu)$ denote the share of manufacturing expenditure and the share of agricultural expenditure, respectively, and we denote the density of farmers at point $y \in D$ by $\phi=\phi(y)$. We assume that $\phi=\phi(y)$ is a given function such that (see [14, (2.12), (2.14)])

$$
\begin{gather*}
\phi(y) \in L_{0+}^{1}(D), \\
\|\|\phi(\cdot) \mid\|=1 . \tag{8}
\end{gather*}
$$

Note that this function is independent of the time variable $t \geq 0$.

The function $c=c(x, y)$ represents the iceberg form of transport costs (see [17]). We refer to this function as the transport cost function. We reasonably accept the following assumption (see [14, Assumption 2.1]).

Assumption 1. The transport cost function $c=c(x, y)$ is a nonnegative-valued continuous function of $(x, y) \in D \times D$ such that

$$
\begin{gather*}
c(x, x)=0 \quad \text { for each } x \in D, \\
c(x, y)=c(y, x) \quad \text { for each } x, y \in D, \\
c(x, y)>0 \quad \text { if } x \neq y,  \tag{9}\\
\mathrm{C}:=\sup _{(x, y) \in D \times D} c(x, y)<+\infty .
\end{gather*}
$$

Considering (6), and noting that the right-hand side of (4) is a nonlinear integral operator acting on the density of workers $\lambda=\lambda(t, x)$ and the density of nominal wages $w=w(t, x)$, we see that the right-hand side of (3) is a double nonlinear integral operator acting on these densities.

We define the density of real wages $\omega=\omega(t, x)$ at time $t \geq 0$ and at point $x \in D$ by deflating the density of nominal
wages by a fractional power of the price index as follows (see [1, (5.6)], (4), and (7)):

$$
\begin{equation*}
\omega=\omega(t, x):=\frac{w(t, x)}{G_{\sigma}(\lambda(t, \cdot), w(t, \cdot) ; x)^{\mu}} . \tag{10}
\end{equation*}
$$

The density of real wages can be regarded as a nonlinear integral operator acting on $\lambda=\lambda(t, x)$ and $w=w(t, x)$.

The replicator equation is a nonlinear integropartial differential equation of the following form (see $[1,(5.2)]$ and [13, (2.22)]):

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}\right) \lambda(t, x)=a M(\lambda(t, \cdot), \omega(t, \cdot) ; x) \lambda(t, x), \tag{11}
\end{equation*}
$$

where $a$ denotes a positive constant. We define

$$
\begin{equation*}
M(\lambda(t, \cdot), \omega(t, \cdot) ; x):=\omega(t, x)-m(\lambda(t, \cdot), \omega(t, \cdot)), \tag{12}
\end{equation*}
$$

where $m(\lambda(t, \cdot), \omega(t, \cdot))$ is the average real wage defined as follows in the same way as [1, (5.1)] and [13, (2.23)]:

$$
\begin{equation*}
m(\lambda(t, \cdot), \omega(t, \cdot)):=\int_{y \in D} \lambda(t, y) \omega(t, y) d y \tag{13}
\end{equation*}
$$

It follows from (11), (12), and (13) that workers move toward regions that offer higher real wages and away from regions that offer below-average real wages (see [1, p. 62]). Considering (4) and (10), we see that (12) is a double nonlinear integral operator acting on $\lambda=\lambda(t, x)$ and $w=w(t, x)$. In this paper for simplicity we assume that

$$
\begin{equation*}
a=1 \tag{14}
\end{equation*}
$$

Hence (12) is the growth rate. The dcDSK system consists of (3), (10), and (11). In Section 4 we define an operator that maps $\lambda=\lambda(t, x)$ to $\omega=\omega(t, x)$ by solving (3) under the condition that $\lambda=\lambda(t, x)$ is a given function. Substituting this operator in (11), we can transform the dcDSK system into the replicator equation whose coefficient contains the operator that maps $\lambda=\lambda(t, x)$ to $\omega=\omega(t, x)$.

## 3. Result and Discussion

We consider the initial value problem by imposing the following initial condition on the dcDSK system (3), (10), and (11):

$$
\begin{equation*}
\lambda(0, x)=\lambda^{0}(x) \quad \text { for a.e. } x \in D \tag{15}
\end{equation*}
$$

where $\lambda^{0}=\lambda^{0}(x)$ is a given function of $x \in D$. This function denotes the initial density of workers. The following assumption is imposed on this function in [1, pp. 61-63] and [14, (2.11), (2.13)].

Assumption 2. (i) $\lambda^{0}=\lambda^{0}(x) \in L^{1}{ }_{0+}(D)$.
(ii) $\left|\left|\left|\lambda^{0}(\cdot)\right| \|=1\right.\right.$.

Hence, we accept this assumption in this paper also. Let $T>0$ be a constant. If a function

$$
\begin{equation*}
(\lambda, \omega, w)=(\lambda(t, x), \omega(t, x), w(t, x)) \tag{16}
\end{equation*}
$$

belongs to

$$
\begin{equation*}
L^{\infty, 1}{ }_{0+}([0, T] \times D) \times L^{\infty}{ }_{+}([0, T] \times D) \times L^{\infty}{ }_{+}([0, T] \times D) \tag{17}
\end{equation*}
$$

and satisfies the dcDSK system for a.e. $(t, x) \in[0, T] \times D$ and the initial condition (15), then we say that the function (16) is a solution to the initial value problem in $[0, T]$. If a function (16) is defined for a.e. $(t, x) \in[0,+\infty) \times D$ and is a solution to the initial value problem in $[0, T]$ for each $T>0$, then we say that the solution is global. No boundary condition needs to be imposed on the density of workers, since the evolution of the density of workers can be determined uniquely in (17) by the initial condition (15) as done in Section 5.

We define a function $V=V(\mu, \sigma),(\mu, \sigma) \in(0,1) \times$ $(1,+\infty)$ in order to state a sufficient condition for the initial value problem to have a unique global solution. Consider the quadratic equation

$$
\begin{equation*}
I(\mu, \sigma ; u):=\left(1-\frac{1}{\sigma}\right) u^{2}+\left(\frac{\mu}{\sigma}\right) u-1=0, \tag{18}
\end{equation*}
$$

where $u$ denotes an unknown quantity. It follows from (5) that this equation has a positive solution and a negative solution. We denote the positive solution by $U=U(\mu, \sigma)$. We see easily that

$$
\begin{equation*}
U(\mu, \sigma)=\frac{\left\{-\mu+\left(\mu^{2}+4 \sigma(\sigma-1)\right)^{1 / 2}\right\}}{(2(\sigma-1))} \tag{19}
\end{equation*}
$$

By making use of this positive solution, we define the following quadratic equation:

$$
\begin{equation*}
J(\mu, \sigma ; v):=v^{2}+\mu\left(U(\mu, \sigma)^{1 / \sigma}-1\right) v-U(\mu, \sigma)^{1 / \sigma}=0 \tag{20}
\end{equation*}
$$

where $v$ denotes an unknown quantity. This quadratic equation has a positive solution and a negative solution, since $U(\mu, \sigma)^{1 / \sigma}>0$. We denote the positive solution by $V=$ $V(\mu, \sigma)$. We see easily that

$$
\begin{align*}
V= & V(\mu, \sigma) \\
:= & \left\{-\mu\left(U(\mu, \sigma)^{1 / \sigma}-1\right)\right. \\
& \left.+\left(\mu^{2}\left(U(\mu, \sigma)^{1 / \sigma}-1\right)^{2}+4 U(\mu, \sigma)^{1 / \sigma}\right)^{1 / 2}\right\} \cdot 2^{-1} . \tag{21}
\end{align*}
$$

The following lemma is proved in [12, Lemma 3.2] (see [12, (3.3)-(3.8)]).

Lemma 3. (i) $1<V(\mu, \sigma)<1 / \mu$ for each $(\mu, \sigma) \in(0,1) \times$ $(1,+\infty)$.
(ii) $V=V(\mu, \sigma)$ is a strictly monotone-decreasing smooth function of $\sigma>1$ for each $\mu \in(0,1)$.
(iii) $V=V(\mu, \sigma)$ is a strictly monotone-decreasing smooth function of $\mu \in(0,1)$ for each $\sigma>1$.
(iv) $\lim _{\sigma \rightarrow 1+0} V(\mu, \sigma)>1, \lim _{\sigma \rightarrow+\infty} V(\mu, \sigma)=1$, for each $\mu \in(0,1)$.
(v) $\lim _{\mu \rightarrow 0+0} V(\mu, \sigma)>1, \lim _{\mu \rightarrow 1-0} V(\mu, \sigma)=1$, for each $\sigma>1$.

The following theorem is the main result of this paper, which is proved in Sections 4 and 5 (see Assumption 1).

Theorem 4. If $\mu, \sigma$, and $\mathbf{C}$ satisfy (5), (7), and the following inequality:

$$
\begin{equation*}
\mathbf{C}<\frac{\{\log (V(\mu, \sigma))\}}{(\sigma-1)}, \tag{22}
\end{equation*}
$$

then the initial value problem has a unique global solution $(\lambda, \omega, w)=(\lambda(t, x), \omega(t, x), w(t, x))$, and this solution satisfies the following:

$$
\begin{equation*}
\|\|\lambda(r, \cdot)-\lambda(s, \cdot)\||\leq \mathbf{a}| r-s \mid \quad \text { for each } r, s \geq 0 \tag{23}
\end{equation*}
$$

$\lambda=\lambda(t, x)$ is continuous at $t=0+0$
and partially differentiable for $t>0$ for a.e. $x \in D$,

$$
\begin{equation*}
\omega=\omega(t, x), \quad w=w(t, x) \in C_{+}(D) \quad \text { for each } t \geq 0 \tag{24}
\end{equation*}
$$

$$
\begin{array}{r}
\|w(r, \cdot)-w(s, \cdot)\| \leq \delta_{1}(\mu, \sigma, \mathbf{C})|r-s|  \tag{25}\\
\|\omega(r, \cdot)-\omega(s, \cdot)\| \leq \delta_{2}(\mu, \sigma, \mathbf{C})|r-s|
\end{array}
$$

for each $r, s \geq 0$,

$$
\begin{gather*}
\lambda^{0}(x) \exp (-\mathbf{a} t) \leq \lambda(t, x) \leq \lambda^{0}(x) \exp (\mathbf{a} t) \\
\text { for each } t \geq 0 \text { and a.e. } x \in D \\
\|\|\lambda(t, \cdot)\|\|=1 \quad \text { for each } t \geq 0 \tag{28}
\end{gather*}
$$

$$
\begin{equation*}
\frac{1}{\alpha_{+}} \leq w(t, x) \leq \frac{1}{\alpha_{-}} \quad \text { for each }(t, x) \in[0,+\infty) \times D \tag{29}
\end{equation*}
$$

$$
\begin{equation*}
\frac{1}{\alpha_{+}} \leq G_{\sigma}(\lambda(t, \cdot), w(t, \cdot) ; x) \leq\left(\frac{1}{\alpha_{-}}\right) \exp (\mathbf{C}) \tag{30}
\end{equation*}
$$

$$
\text { for each }(t, x) \in[0,+\infty) \times D
$$

$$
\begin{equation*}
\mathbf{a}_{1} \leq \omega(t, x) \leq \mathbf{a}_{2} \quad \text { for each }(t, x) \in[0,+\infty) \times D \tag{31}
\end{equation*}
$$

$$
-\mathbf{a} \leq M(\lambda(t, \cdot), \omega(t, \cdot) ; x) \leq \mathbf{a}
$$

$$
\begin{equation*}
\text { for each }(t, x) \in[0,+\infty) \times D \tag{32}
\end{equation*}
$$

where $\delta_{i}=\delta_{i}(\mu, \sigma, \mathrm{C}), i=1,2$, are positive-valued functions of $(\mu, \sigma, \mathbf{C}) \in(0,1) \times(1,+\infty) \times(0,+\infty)$ and

$$
\begin{gather*}
\mathbf{a}_{1}:=\frac{(\exp (-\mu \mathbf{C})) \alpha_{-}^{\mu}}{\alpha_{+}}  \tag{33}\\
\mathbf{a}_{2}:=\frac{\alpha_{+}^{\mu}}{\alpha_{-}}, \quad \mathbf{a}:=\mathbf{a}_{2}-\mathbf{a}_{1} \\
\alpha_{ \pm}:=\frac{\{\exp ( \pm(\sigma-1) \mathbf{C})-\mu\}}{(1-\mu)} \tag{34}
\end{gather*}
$$

Let us discuss this theorem. The inequalities (5), (7), and (22) are a sufficient condition for the initial value problem
to have a unique global solution. Note that $V=V(\mu, \sigma)$ is independent of C. Making use of Lemma 3, (i), (ii), (iv), we deduce that
if $\sigma>1$ and $\mathbf{C}>0$ are sufficiently small, then (22) holds.

Hence we can say that (22) holds for a much larger set of $(\mu, \sigma, \mathbf{C}) \in(0,1) \times(1,+\infty) \times(0,+\infty)$. By Lemma 3, (i), we see that (5), (7), and (22) imply the following inequality:

$$
\begin{equation*}
\mathbf{C}<\frac{(\log (1 / \mu))}{(\sigma-1)} \tag{36}
\end{equation*}
$$

Applying this inequality, Assumption 1, (5), and (7) to (33) and (34), we see that

$$
\begin{align*}
& 0<\alpha_{-}<1<\alpha_{+},  \tag{37}\\
& 0<\mathbf{a}_{1}<1<\mathbf{a}_{2} . \tag{38}
\end{align*}
$$

Making use of (5), (7), (8), and the above theorem, we see easily that the right-hand sides of (3), (4), and (12) belong to $L^{\infty}([0, T] \times D)$ for each $T>0$ and that the right-hand side of (11) belongs to $L^{\infty, 1}([0, T] \times D)$ for each $T>0$. The conservation law of workers follows from (17) and (28). It follows from (27) that

$$
\begin{array}{r}
\{x \in D ; \lambda(t, x)=0\}=\left\{x \in D ; \lambda^{0}(x)=0\right\}  \tag{39}\\
\text { for each } t \geq 0
\end{array}
$$

Hence, no worker moves toward a point where no worker lives. Combining (25) and (26), we see that

$$
\begin{array}{r}
\omega=\omega(t, x), \quad w=w(t, x) \in C_{+}([0, T] \times D)  \tag{40}\\
\text { for each } T>0
\end{array}
$$

The functions $\delta_{i}=\delta_{i}(\mu, \sigma, \mathrm{C}), i=1,2$, are defined in Lemma 17.

Remark 5. We impose (7) on the dcDSK model; that is, we consider the dcDSK model in an urban-rural setting. In this paper we cannot treat the case

$$
\begin{equation*}
\mu=1 \tag{41}
\end{equation*}
$$

that is, we cannot consider the dcDSK model in an urban setting (see [1, p. 331]) because it follows from Lemma 3, (i), that (41) cannot be substituted in (22). The DSK model with (41) is studied in [13]. The cDSK model with (41) is studied in [14, Theorem 3.2].

## 4. Solutions of the Nominal Wage Equation

Let us solve the nominal wage equation (3) under the condition that the density of workers is a given function. In this section we do not deal with the replicator equation. Hence, we have no need to consider the time evolution of the density of workers, the density of nominal wages, and
the density of real wages. Therefore, for simplicity of symbols, we omit the time variable $t$ from these densities, and we denote them by $\lambda=\lambda(x), w=w(x)$, and $\omega=\omega(x)$ in (3), (4), (6), and (10) in this section. We refer to these equations with the same numbers. No confusion should arise. We assume that $\lambda=\lambda(x)$ is a given function that satisfies the same condition as Assumption 2 as follows:

$$
\begin{gather*}
\lambda(x) \in L_{0+}^{1}(D)  \tag{42}\\
\|\|\lambda(\cdot)\|\|=1 \tag{43}
\end{gather*}
$$

Proposition 6. If $\mu, \sigma$, and C satisfy (5), (7), and (36), then the following statements (i) and (ii) hold.
(i) The nominal wage equation (3) has a solution $w=$ $w(x)$ in $L^{\infty}{ }_{+}(D)$.
(ii) If (3) has a solution $w=w(x)$ in $L^{\infty}{ }_{+}(D)$, then the solution satisfies the following:

$$
\begin{gather*}
w=w(x), \quad \omega=\omega(x) \in C_{+}(D),  \tag{44}\\
\frac{1}{\alpha_{+}} \leq w(x) \leq \frac{1}{\alpha_{-}} \quad \text { for each } x \in D,  \tag{45}\\
\frac{1}{\alpha_{+}} \leq G_{\sigma}(\lambda(\cdot), w(\cdot) ; x) \leq\left(\frac{1}{\alpha_{-}}\right) \exp (\mathbf{C})  \tag{46}\\
\quad \text { for each } x \in D, \\
\mathbf{a}_{1} \leq \omega(x) \leq \mathbf{a}_{2} \quad \text { for each } x \in D,  \tag{47}\\
-\mathbf{a} \leq M(\lambda(\cdot), \omega(\cdot) ; x) \leq \mathbf{a} \quad \text { for each } x \in D . \tag{48}
\end{gather*}
$$

Proof. In [14, Theorem 3.1, (i), (ii)], from (5), (7), and (36), we prove (i), and we prove that if (3) has a solution in $L^{\infty}{ }_{+}(D)$, then the solution satisfies (44)-(47). Applying (42), (43), and (47) to (12) and (13), we obtain (48) and (49).

Lemma 7. Let $r$ and $s$ be positive constants. Let $\beta \in \mathbb{R}$ be a constant. If $g_{i}=g_{i}(x) \in C(D), i=1,2$, satisfy the following inequality:

$$
\begin{equation*}
r \leq g_{i}(x) \leq s \quad \text { for each } x \in D, i=1,2 \tag{50}
\end{equation*}
$$

then

$$
\begin{equation*}
\left\|g_{1}(\cdot)^{\beta}-g_{2}(\cdot)^{\beta}\right\| \leq h(\beta, r, s)\left\|g_{1}(\cdot)-g_{2}(\cdot)\right\|, \tag{51}
\end{equation*}
$$

where

$$
\begin{align*}
& h(\beta, r, s):=\beta s^{\beta-1} \quad \text { if } \beta>1 \\
& h(\beta, r, s):=|\beta| r^{\beta-1} \quad \text { if } \beta \leq 1 \tag{52}
\end{align*}
$$

Proof. By the mean value theorem we see easily that if $0<$ $X_{1} \leq X_{2}$, then there exists a constant $\xi \in\left[X_{1}, X_{2}\right]$ such that

$$
\begin{equation*}
X_{1}^{\beta}-X_{2}^{\beta}=\beta \xi^{\beta-1}\left(X_{1}-X_{2}\right) \tag{53}
\end{equation*}
$$

Substituting $\left(X_{1}, X_{2}\right)=\left(g_{1}(y), g_{2}(y)\right)$ or $\left(g_{2}(y), g_{1}(y)\right)$ in this equality and making use of (50), we see that

$$
\begin{equation*}
\left|g_{1}(y)^{\beta}-g_{2}(y)^{\beta}\right| \leq|\beta| \max _{r \leq \xi \leq s} \xi^{\beta-1}\left|g_{1}(y)-g_{2}(y)\right| \tag{54}
\end{equation*}
$$

Applying (52) to the right-hand side of this inequality, we obtain the present lemma.

Lemma 8. Assume that $\mu, \sigma$, and $\mathbf{C}$ satisfy (5), (7), and (22). If $\lambda_{i}=\lambda_{i}(x), i=1,2$, satisfy (42) and (43), and $w_{i}=$ $w_{i}(x) \in C_{+}(D)$ is a solution of (3) with $\lambda(x)=\lambda_{i}(x), i=1,2$, respectively, then

$$
\begin{equation*}
\left\|w_{1}(\cdot)-w_{2}(\cdot)\right\| \leq\left\|\mid \lambda_{1}(\cdot)-\lambda_{2}(\cdot)\right\| \| \gamma_{1}(\mu, \sigma, \mathbf{C}) \tag{55}
\end{equation*}
$$

where $\gamma_{1}=\gamma_{1}(\mu, \sigma, \mathbf{C})$ is a positive-valued function of $(\mu, \sigma, \mathbf{C}) \in(0,1) \times(1,+\infty) \times(0,+\infty)$.

Proof. Let us transform the nominal wage equation (3). Define the following new unknown function:

$$
\begin{equation*}
W=W(x):=w(x)^{\sigma} \tag{56}
\end{equation*}
$$

Defining the following nonlinear integral operator:

$$
\begin{align*}
& H(\lambda(\cdot), W(\cdot) ; x) \\
& \quad:=\int_{y \in D} \lambda(y)\left(\frac{1}{W(y)}\right)^{1-1 / \sigma} e^{-(\sigma-1) c(x, y)} d y \tag{57}
\end{align*}
$$

we rewrite (4) as follows:

$$
\begin{equation*}
G_{\sigma}(\lambda(\cdot), w(\cdot) ; x)^{\sigma-1}=\frac{1}{H(\lambda(\cdot), W(\cdot) ; x)} . \tag{58}
\end{equation*}
$$

Making use of this equality and defining the following nonlinear integral operator (see (6)):

$$
\begin{align*}
& F(\lambda(\cdot), W(\cdot) ; x) \\
& :=\int_{y \in D}\left\{\frac{Y_{\mu}\left(\lambda(y), W(y)^{1 / \sigma}\right)}{H(\lambda(\cdot), W(\cdot) ; y)}\right\} e^{-(\sigma-1) c(x, y)} d y \tag{59}
\end{align*}
$$

we rewrite (3) equivalently as follows:

$$
\begin{equation*}
W(x)=F(\lambda(\cdot), W(\cdot) ; x) \tag{60}
\end{equation*}
$$

Hence, we see that

$$
\begin{equation*}
W_{i}(x)=F\left(\lambda_{i}(\cdot), W_{i}(\cdot) ; x\right), \quad i=1,2 \tag{61}
\end{equation*}
$$

where $W_{i}=W_{i}(x)$ is defined by $w_{i}=w_{i}(x)$ in the same way as (56), $i=1,2$. Subtract both sides of (61) with $i=2$ from
those of (61) with $i=1$. The right-hand side of the equality thus obtained is transformed as follows (see (6)):

$$
\begin{align*}
& W_{1}(x)-W_{2}(x) \\
& =\int_{y \in D} \mu\left(\lambda_{1}(y)-\lambda_{2}(y)\right) W_{1}(y)^{1 / \sigma} \\
& \quad \cdot\left(\frac{1}{H\left(\lambda_{1}(\cdot), W_{1}(\cdot) ; y\right)}\right) e^{-(\sigma-1) c(x, y)} d y \\
& \quad+\int_{y \in D} \mu \lambda_{2}(y)\left(W_{1}(y)^{1 / \sigma}-W_{2}(y)^{1 / \sigma}\right) \\
& \quad \cdot\left(\frac{1}{H\left(\lambda_{1}(\cdot), W_{1}(\cdot) ; y\right)}\right) e^{-(\sigma-1) c(x, y)} d y \\
& \quad+\int_{y \in D} Y_{\mu}\left(\lambda_{2}(y), W_{2}(y)^{1 / \sigma}\right) \Delta_{1}(y) e^{-(\sigma-1) c(x, y)} d y \\
& \quad+\int_{y \in D} Y_{\mu}\left(\lambda_{2}(y), W_{2}(y)^{1 / \sigma}\right) \Delta_{2}(y) e^{-(\sigma-1) c(x, y)} d y \tag{62}
\end{align*}
$$

where

$$
\begin{array}{r}
\Delta_{i}(y):=\frac{1}{H\left(\lambda_{1}(\cdot), W_{i}(\cdot) ; y\right)}-\frac{1}{H\left(\lambda_{i}(\cdot), W_{2}(\cdot) ; y\right)}  \tag{63}\\
\quad i=1,2
\end{array}
$$

We denote the $j$ th term of the right-hand side of this equality by $I_{j}, j=1, \ldots, 4$.

Substituting (58) in (46), we see that

$$
\begin{equation*}
\mathbf{H}_{-} \leq H\left(\lambda_{i}(\cdot), W_{j}(\cdot) ; y\right) \leq \mathbf{H}_{+}, \quad i, j=1,2 \tag{64}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{H}_{-}:=\alpha_{-}^{\sigma-1} \exp (-(\sigma-1) \mathbf{C}), \quad \mathbf{H}_{+}:=\alpha_{+}{ }^{\sigma-1} \tag{65}
\end{equation*}
$$

It follows from (5) and Assumption 1 that

$$
\begin{array}{r}
\exp (-(\sigma-1) \mathbf{C}) \leq \exp (-(\sigma-1) c(x, y)) \leq 1  \tag{66}\\
\text { for each } x, y \in D
\end{array}
$$

Applying this inequality, (7), (45), (56), and (64) to $I_{1}$, we see that

$$
\begin{equation*}
\left\|I_{1}\right\| \leq\left\|\mid \lambda_{1}(\cdot)-\lambda_{2}(\cdot)\right\| \| \theta_{1}(\mu, \sigma, \mathbf{C}) \tag{67}
\end{equation*}
$$

where

$$
\begin{equation*}
\theta_{1}(\mu, \sigma, \mathbf{C}):=\mu\left(\frac{1}{\alpha_{-}}\right)\left(\frac{1}{\mathbf{H}_{-}}\right) \tag{68}
\end{equation*}
$$

Applying (7), (64), and (66) to $I_{2}$, we see that

$$
\begin{equation*}
\left\|I_{2}\right\| \leq\| \| \lambda_{2}(\cdot)\left\|\mid \theta_{2.1}(\mu, \sigma, \mathbf{C})\right\| W_{1}(\cdot)^{1 / \sigma}-W_{2}(\cdot)^{1 / \sigma} \|, \tag{69}
\end{equation*}
$$

where

$$
\begin{equation*}
\theta_{2.1}(\mu, \sigma, \mathbf{C}):=\mu\left(\frac{1}{\mathbf{H}_{-}}\right) \tag{70}
\end{equation*}
$$

Making use of (5), (45), (56), and Lemma 7 with $\beta=1 / \sigma$ and $r=1 / \alpha_{+}{ }^{\sigma}$, we obtain the following inequality:

$$
\begin{equation*}
\left\|W_{1}(\cdot)^{1 / \sigma}-W_{2}(\cdot)^{1 / \sigma}\right\| \leq\left\|W_{1}(\cdot)-W_{2}(\cdot)\right\| \theta_{2.2}(\mu, \sigma, \mathbf{C}) \tag{71}
\end{equation*}
$$

where

$$
\begin{equation*}
\theta_{2.2}(\mu, \sigma, \mathbf{C}):=\left(\frac{1}{\sigma}\right)\left(\frac{1}{\alpha_{+}{ }^{\sigma}}\right)^{1 / \sigma-1} \tag{72}
\end{equation*}
$$

Applying this inequality and (43) to (69), we see that

$$
\begin{equation*}
\left\|I_{2}\right\| \leq\left\|W_{1}(\cdot)-W_{2}(\cdot)\right\| \theta_{2}(\mu, \sigma, \mathbf{C}), \tag{73}
\end{equation*}
$$

where

$$
\begin{equation*}
\theta_{2}(\mu, \sigma, \mathbf{C}):=\theta_{2.1}(\mu, \sigma, \mathbf{C}) \theta_{2.2}(\mu, \sigma, \mathbf{C}) \tag{74}
\end{equation*}
$$

Applying (5), (43), (45), (56), (66), and Lemma 7 with $\beta=$ $-(1-1 / \sigma)$ and $r=1 / \alpha_{+}{ }^{\sigma}$ to (57) and performing the same calculations as done in proving (73), we see that

$$
\begin{gather*}
\left\|H\left(\lambda_{1}(\cdot), W_{1}(\cdot) ; \cdot\right)-H\left(\lambda_{1}(\cdot), W_{2}(\cdot) ; \cdot\right)\right\| \\
\leq\left\|W_{1}(\cdot)-W_{2}(\cdot)\right\| \theta_{3.1}(\mu, \sigma, \mathbf{C}), \tag{75}
\end{gather*}
$$

where

$$
\begin{equation*}
\theta_{3.1}(\mu, \sigma, \mathbf{C}):=\left(1-\frac{1}{\sigma}\right)\left(\frac{1}{\alpha_{+}{ }^{\sigma}}\right)^{-(2-1 / \sigma)} \tag{76}
\end{equation*}
$$

Combining this inequality and (64), we see that

$$
\begin{equation*}
\left\|\Delta_{1}(\cdot)\right\| \leq\left\|W_{1}(\cdot)-W_{2}(\cdot)\right\| \theta_{3.2}(\mu, \sigma, \mathbf{C}) \tag{77}
\end{equation*}
$$

where

$$
\begin{equation*}
\theta_{3.2}(\mu, \sigma, \mathbf{C}):=\frac{\theta_{3.1}(\mu, \sigma, \mathbf{C})}{\mathbf{H}_{-}^{2}} \tag{78}
\end{equation*}
$$

Applying (7), (42), (45), and (56) to (6), we see that

$$
\begin{align*}
& \frac{\mu \lambda_{i}(y)}{\alpha_{+}}+(1-\mu) \phi(y) \\
& \quad \leq Y_{\mu}\left(\lambda_{i}(y), W_{j}(y)^{1 / \sigma}\right)  \tag{79}\\
& \quad \leq \frac{\mu \lambda_{i}(y)}{\alpha_{-}}+(1-\mu) \phi(y), \quad i, j=1,2 .
\end{align*}
$$

Integrating both sides of these inequalities with respect to $y \in$ $D$ and making use of (7), (8), (42), and (43), we see that

$$
\begin{array}{r}
\frac{\mu}{\alpha_{+}}+(1-\mu) \leq \mid\left\|Y_{\mu}\left(\lambda_{i}(\cdot), W_{j}(\cdot)^{1 / \sigma}\right)\right\| \| \leq \frac{\mu}{\alpha_{-}}+(1-\mu) \\
i, j=1,2 \tag{80}
\end{array}
$$

Applying (7) and (37) to this inequality, we see that

$$
\begin{equation*}
\left\|\mid Y_{\mu}\left(\lambda_{i}(\cdot), W_{j}(\cdot)^{1 / \sigma}\right)\right\| \| \leq \theta_{3.3}(\mu, \sigma, \mathbf{C}), \quad i, j=1,2 \tag{81}
\end{equation*}
$$

where

$$
\begin{equation*}
\theta_{3.3}(\mu, \sigma, \mathbf{C}):=\frac{1}{\alpha_{-}} \tag{82}
\end{equation*}
$$

Applying (66), (77), and (81) to $I_{3}$, we obtain the following inequality:

$$
\begin{equation*}
\left\|I_{3}\right\| \leq\left\|W_{1}(\cdot)-W_{2}(\cdot)\right\| \theta_{3}(\mu, \sigma, \mathbf{C}) \tag{83}
\end{equation*}
$$

where

$$
\begin{equation*}
\theta_{3}(\mu, \sigma, \mathbf{C}):=\theta_{3.2}(\mu, \sigma, \mathbf{C}) \theta_{3.3}(\mu, \sigma, \mathbf{C}) \tag{84}
\end{equation*}
$$

Performing calculations similar to, but easier than, those done in proving (75), we see that

$$
\begin{align*}
& \left\|H\left(\lambda_{1}(\cdot), W_{2}(\cdot) ; \cdot\right)-H\left(\lambda_{2}(\cdot), W_{2}(\cdot) ; \cdot\right)\right\| \\
& \quad \leq\| \| \lambda_{1}(\cdot)-\lambda_{2}(\cdot) \mid \| \theta_{4.1}(\mu, \sigma, \mathbf{C}), \tag{85}
\end{align*}
$$

where

$$
\begin{equation*}
\theta_{4.1}(\mu, \sigma, \mathbf{C}):=\left(\alpha_{+}^{\sigma}\right)^{1-1 / \sigma} \tag{86}
\end{equation*}
$$

We obtain the following inequality by combining this inequality and (64) in the same way as (77):

$$
\begin{equation*}
\left\|\Delta_{2}(\cdot)\right\| \leq\left\|\left|\lambda_{1}(\cdot)-\lambda_{2}(\cdot) \|\right| \theta_{4.2}(\mu, \sigma, \mathbf{C})\right. \tag{87}
\end{equation*}
$$

where

$$
\begin{equation*}
\theta_{4.2}(\mu, \sigma, \mathbf{C}):=\frac{\theta_{4.1}(\mu, \sigma, \mathbf{C})}{\mathbf{H}_{-}{ }^{2}} \tag{88}
\end{equation*}
$$

Applying this inequality, (66), and (81) to $I_{4}$, we obtain the following inequality:

$$
\begin{equation*}
\left\|I_{4}\right\| \leq\left\|\left|\lambda_{1}(\cdot)-\lambda_{2}(\cdot) \|\right| \theta_{4}(\mu, \sigma, \mathbf{C}),\right. \tag{89}
\end{equation*}
$$

where

$$
\begin{equation*}
\theta_{4}(\mu, \sigma, \mathbf{C}):=\theta_{3.3}(\mu, \sigma, \mathbf{C}) \theta_{4.2}(\mu, \sigma, \mathbf{C}) \tag{90}
\end{equation*}
$$

Applying this inequality, (67), (73), and (83) to (62), we obtain the following inequality:

$$
\begin{align*}
\left\|W_{1}(\cdot)-W_{2}(\cdot)\right\| \leq & \left|\left\|\lambda_{1}(\cdot)-\lambda_{2}(\cdot)\right\|\right| \Theta_{1}(\mu, \sigma, \mathbf{C}) \\
& +\left\|W_{1}(\cdot)-W_{2}(\cdot)\right\| \Theta_{2}(\mu, \sigma, \mathbf{C}), \tag{91}
\end{align*}
$$

where

$$
\begin{align*}
& \Theta_{1}=\Theta_{1}(\mu, \sigma, \mathbf{C}):=\theta_{1}(\mu, \sigma, \mathbf{C})+\theta_{4}(\mu, \sigma, \mathbf{C}) \\
& \Theta_{2}=\Theta_{2}(\mu, \sigma, \mathbf{C}):=\theta_{2}(\mu, \sigma, \mathbf{C})+\theta_{3}(\mu, \sigma, \mathbf{C}) . \tag{92}
\end{align*}
$$

Substituting (34) in the definitions of $\theta_{i}=\theta_{i}(\mu, \sigma, \mathbf{C}), i=$ $1, \ldots, 4$, we rewrite $\Theta_{i}=\Theta_{i}(\mu, \sigma, \mathbf{C}), i=1,2$, as follows in the same way as $[12,(5.8),(5.9),(7.19),(7.21)-(7.25)]$ :

$$
\begin{align*}
& \Theta_{1}(\mu, \sigma, \mathbf{C}) \\
&=\left\{\frac{(1-\mu)}{(\exp (-\alpha)-\mu)}\right\}^{\sigma} \\
& \cdot\left\{Q(\exp (\alpha))^{\sigma-1} \exp (2 \alpha)+\mu \exp (\alpha)\right\},  \tag{93}\\
& \Theta_{2}(\mu, \sigma, \mathbf{C}) \\
&=\left(\frac{\mu}{\sigma}\right) Q(\exp (\alpha))^{\sigma-1} \exp (\alpha) \\
&+\left(1-\frac{1}{\sigma}\right) Q(\exp (\alpha))^{2 \sigma-1} \exp (2 \alpha),
\end{align*}
$$

where

$$
\begin{equation*}
Q=Q(v):=\frac{(v-\mu)}{\left(v^{-1}-\mu\right)}, \quad \alpha:=(\sigma-1) \mathbf{C} \tag{94}
\end{equation*}
$$

It is proved in [12, Lemma 7.2, (7.22)] that (5), (7), and (22) imply the following inequality:

$$
\begin{equation*}
\Theta_{2}(\mu, \sigma, \mathbf{C})<1 . \tag{95}
\end{equation*}
$$

Making use of (5), (7), and (36), we see easily that

$$
\begin{equation*}
\Theta_{1}(\mu, \sigma, \mathbf{C})>1 \tag{96}
\end{equation*}
$$

Hence, it follows from (91) and (95) that

$$
\begin{equation*}
\left\|W_{1}(\cdot)-W_{2}(\cdot)\right\| \leq\left\|\left|\lambda_{1}(\cdot)-\lambda_{2}(\cdot) \|\right| \theta_{5}(\mu, \sigma, \mathbf{C}),\right. \tag{97}
\end{equation*}
$$

where

$$
\begin{equation*}
\theta_{5}(\mu, \sigma, \mathbf{C}):=\frac{\Theta_{1}(\mu, \sigma, \mathbf{C})}{\left(1-\Theta_{2}(\mu, \sigma, \mathbf{C})\right)}>0 \tag{98}
\end{equation*}
$$

Making use of this inequality, (56), and (71) and defining

$$
\begin{equation*}
\gamma_{1}(\mu, \sigma, \mathbf{C}):=\theta_{2.2}(\mu, \sigma, \mathbf{C}) \theta_{5}(\mu, \sigma, \mathbf{C}) \tag{99}
\end{equation*}
$$

we obtain Lemma 8.
Proposition 9. If $\mu, \sigma$, and C satisfy (5), (7), and (22), then the nominal wage equation (3) has a unique solution $w=$ $w(x)$ in $L^{\infty}{ }_{+}(D)$.

Proof. Recalling that (36) follows from (5), (7), and (22) and combining Proposition 6 and Lemma 8 with $\lambda_{1}(x)=\lambda_{2}(x)$, we obtain this proposition.

Remark 10. (i) If $D$ is not a continuous domain but a finite set of points, then the nominal wage equation is not a nonlinear integral equation but a nonlinear equation in an Euclidean space whose dimension is equal to the number of points of $D$ (see [12, (2.5)]). This subject is treated in [12]. In [12] we prove a result similar to Propositions 6 and 9 by analyzing this nonlinear equation in the Euclidean space. However, in
this paper, Propositions 6 and 9 are proved in the Banach spaces in contrast to the finite dimensional proof done in [12]. Propositions 6 and 9 are similar to, but essentially different from, the results obtained in [12].
(ii) The inequalities (5), (7), and (36) are a sufficient condition for the nominal wage equation (3) to have a solution in $L^{\infty}{ }_{+}(D)$ (see Proposition 6). The inequalities (5), (7), and (22) are a sufficient condition for this solution to be unique. We make use of (22) in order to obtain (95) in the proof of Lemma 8.
(iii) It is proved in [14, Theorem 3.1, (iii)] that if $\sigma>1$ and $\mathbf{C}>0$ are sufficiently small, then (3) has a unique solution. However, the condition (22) is not accepted in [14]. Recalling (35), we see that the result of [14] can be regarded as a corollary of Proposition 9.

By Proposition 9 we can define an operator that maps $\lambda=$ $\lambda(x)$ to $w=w(x)$, where $\lambda=\lambda(x)$ satisfies (42) and (43). We denote this operator by

$$
\begin{equation*}
P_{1}=P_{1}(\lambda(\cdot) ; x) ; \tag{100}
\end{equation*}
$$

that is, $w(x):=P_{1}(\lambda(\cdot) ; x)$ satisfies (3). Applying this operator to (10), we can define an operator that maps $\lambda=\lambda(x)$ to $\omega=$ $\omega(x)$. We denote this operator by $P_{2}=P_{2}(\lambda(\cdot) ; x)$; that is, we define

$$
\begin{equation*}
P_{2}(\lambda(\cdot) ; x):=\frac{P_{1}(\lambda(\cdot) ; x)}{G_{\sigma}\left(\lambda(\cdot), P_{1}(\lambda(\cdot) ; \cdot) ; x\right)^{\mu}} . \tag{101}
\end{equation*}
$$

Proposition 11. If $\lambda_{i}=\lambda_{i}(x), i=1,2$, satisfy (42) and (43), then

$$
\begin{align*}
& \left\|P_{j}\left(\lambda_{1}(\cdot) ; \cdot\right)-P_{j}\left(\lambda_{2}(\cdot) ; \cdot\right)\right\| \\
& \quad \leq\| \| \lambda_{1}(\cdot)-\lambda_{2}(\cdot)\| \| \gamma_{j}(\mu, \sigma, \mathbf{C}), \quad j=1,2 \tag{102}
\end{align*}
$$

where $\gamma_{2}=\gamma_{2}(\mu, \sigma, \mathbf{C})$ is a positive-valued function of $(\mu, \sigma, \mathbf{C}) \in(0,1) \times(1,+\infty) \times(0,+\infty)\left(\right.$ see (99) for $\gamma_{1}=$ $\gamma_{1}(\mu, \sigma, \mathbf{C})$ ).

Proof. For $j=1$ the result follows form Lemma 8. Next, we prove the case $j=2$. Let us define

$$
\begin{array}{ll}
w_{i}(x):=P_{1}\left(\lambda_{i}(\cdot) ; x\right), & i=1,2 \\
\omega_{i}(x):=P_{2}\left(\lambda_{i}(\cdot) ; x\right), & i=1,2 \tag{104}
\end{array}
$$

We define $W_{i}=W_{i}(x), i=1,2$, by (103) in the same way as (56). Making use of (75), (85), and (97), we see that

$$
\begin{align*}
& \left\|H\left(\lambda_{1}(\cdot), W_{1}(\cdot) ; \cdot\right)-H\left(\lambda_{2}(\cdot), W_{2}(\cdot) ; \cdot\right)\right\| \\
& \quad \leq\left\|\lambda_{1}(\cdot)-\lambda_{2}(\cdot) \mid\right\| \theta_{6}(\mu, \sigma, \mathbf{C}), \tag{105}
\end{align*}
$$

where

$$
\begin{equation*}
\theta_{6}(\mu, \sigma, \mathbf{C}):=\theta_{4.1}(\mu, \sigma, \mathbf{C})+\theta_{3.1}(\mu, \sigma, \mathbf{C}) \theta_{5}(\mu, \sigma, \mathbf{C}) \tag{106}
\end{equation*}
$$

Substitute (58) and $(\lambda, \omega, w)=\left(\lambda_{i}, \omega_{i}, w_{i}\right), i=1,2$, in (10). Subtracting both sides of the equalities thus obtained from each other, we obtain

$$
\begin{align*}
& \omega_{1}(x)-\omega_{2}(x) \\
& \qquad \begin{aligned}
&=\left(w_{1}(x)-w_{2}(x)\right) H\left(\lambda_{1}(\cdot), W_{1}(\cdot) ; x\right)^{\mu /(\sigma-1)} \\
&+ w_{2}(x)
\end{aligned} \quad\left\{H\left(\lambda_{1}(\cdot), W_{1}(\cdot) ; x\right)^{\mu /(\sigma-1)}\right. \\
& \tag{107}
\end{align*}
$$

Apply (5), (7), (42), (43), (45), (64), (105), and Lemmas 8 and 7 with $\beta=\mu /(\sigma-1)$ and $g_{i}(x)=H\left(\lambda_{i}(\cdot), W_{i}(\cdot) ; x\right), i=1,2$, to the right-hand side of this equality. Defining

$$
\begin{align*}
\gamma_{2}(\mu, \sigma, \mathbf{C}):= & \gamma_{1}(\mu, \sigma, \mathbf{C}) \mathbf{H}_{+}^{\mu /(\sigma-1)} \\
& +\left(\frac{1}{\alpha_{-}}\right) h\left(\frac{\mu}{(\sigma-1)}, \mathbf{H}_{-}, \mathbf{H}_{+}\right) \theta_{6}(\mu, \sigma, \mathbf{C}), \tag{108}
\end{align*}
$$

we obtain the present lemma when $j=2$.
Remark 12. (i) We can prove Propositions 6, 9, and 11 with no boundary condition on $\lambda=\lambda(x), w=w(x)$, and $\omega=\omega(x)$. We make use of (42) and (43) only. See [14, Remark 2.3, (i)].
(ii) For simplicity we omit the time variable $t$ in this section. By replacing $\lambda=\lambda(x), w=w(x)$, and $\omega=\omega(x)$ by $\lambda=\lambda(t, x), w=w(t, x)$, and $\omega=\omega(t, x)$ respectively, we make use of Propositions 6, 9, and 11 in the next section.

## 5. The Iteration Scheme

The purpose of this section is to prove Theorem 4. Let us construct an iteration scheme to obtain a solution to the initial value problem for the dcDSK system (3), (10), and (11). Let $\Delta t$ be a constant such that (see (33))

$$
\begin{equation*}
0<\Delta t \leq \frac{1}{\mathbf{a}} \tag{109}
\end{equation*}
$$

Decompose the time interval $[0,+\infty)$ into an infinite number of intervals $\left[t_{n}, t_{n+1}\right), n \in \mathbb{N} \cup\{0\}$, where

$$
\begin{equation*}
t_{n}:=n \Delta t, \quad n \in \mathbb{N} \cup\{0\} \tag{110}
\end{equation*}
$$

Let us define $\lambda_{\Delta t}=\lambda_{\Delta t}(t, x)$ by the following iteration scheme (see (15)):

$$
\begin{gather*}
\lambda_{\Delta t}(0, x):=\lambda^{0}(x), \\
\lambda_{\Delta t}(t, x):=\lambda_{\Delta t}\left(t_{n}, x\right)+M_{\Delta t}\left(t_{n}, x\right) \lambda_{\Delta t}\left(t_{n}, x\right)\left(t-t_{n}\right), \\
\text { for } t \in\left[t_{n}, t_{n+1}\right), \quad n \in \mathbb{N} \cup\{0\}, \tag{112}
\end{gather*}
$$

$$
\begin{equation*}
\lambda_{\Delta t}\left(t_{n+1}, x\right)=\lambda_{\Delta t}\left(t_{n+1}-0, x\right) \tag{113}
\end{equation*}
$$

where we define (see (12)-(14))

$$
\begin{align*}
& M_{\Delta t}(t, x):=M\left(\lambda_{\Delta t}(t, \cdot), \omega_{\Delta t}(t, \cdot) ; x\right), \quad t \geq 0,  \tag{114}\\
& w_{\Delta t}(t, x):=P_{1}\left(\lambda_{\Delta t}(t, \cdot) ; x\right), \\
& \omega_{\Delta t}(t, x):=P_{2}\left(\lambda_{\Delta t}(t, \cdot) ; x\right),  \tag{115}\\
& t \geq 0 .
\end{align*}
$$

Lemma 13. For each $T>0$, the following ( $i-v i i i$ ) statements hold.
(i) $\lambda_{\Delta t}=\lambda_{\Delta t}(t, x) \in L^{\infty, 1}{ }_{0+}([0, T] \times D)$.
(ii) $\left|\left|\mid \lambda_{\Delta t}(t, \cdot)\| \|=1\right.\right.$ for each $t \in[0, T]$.
(iii) $\omega_{\Delta t}=\omega_{\Delta t}(t, x), w_{\Delta t}=w_{\Delta t}(t, x) \in C_{+}(D)$ for each $t \in[0, T]$.
(iv) $1 / \alpha_{+} \leq w_{\Delta t}(t, x) \leq 1 / \alpha_{-}$for each $(t, x) \in[0, T] \times D$.
(v) $1 / \alpha_{+} \leq G_{\sigma}\left(\lambda_{\Delta t}(t, \cdot), w_{\Delta t}(t, \cdot) ; x\right) \leq\left(1 / \alpha_{-}\right) \exp (\mathbf{C})$ for each $(t, x) \in[0, T] \times D$.
(vi) $\mathbf{a}_{1} \leq \omega_{\Delta t}(t, x) \leq \mathbf{a}_{2}$ for each $(t, x) \in[0, T] \times D$.
(vii) $\mathbf{a}_{1} \leq m\left(\lambda_{\Delta t}(t, \cdot), \omega_{\Delta t}(t, \cdot)\right) \leq \mathbf{a}_{2}$ for each $t \in[0, T]$.
(viii) $-\mathbf{a} \leq M_{\Delta t}(t, x) \leq \mathbf{a}$ for each $(t, x) \in[0, T] \times D$.

Proof. By (111) and Assumption 2, we can consider that (i) and (ii) hold when $T=0$. Hence, making use of (115) and Propositions 6 and 9, we obtain (iii)-(viii) when $T=0$. Applying (i), (ii), and (viii) with $T=0$, (109), and (110) to (112) and (113) when $n=0$, we obtain (i) with $T=t_{1}$. Integrating both sides of (112) with respect to $x \in D$, recalling (12) and (13), and making use of (i) with $T=t_{1}$, we obtain (ii) with $T=t_{1}$. Making use of (i) and (ii) with $T=t_{1}$, (115), and Propositions 6 and 9, we obtain (iii)-(viii) when $T=t_{1}$. Assume that (i)-(viii) hold when $T=t_{k}, k \in \mathbb{N}$. We can prove (i)-(viii) with $T=t_{k+1}$ in the same way as in obtaining (i)(viii) with $T=t_{1}$ from (i)-(viii) with $T=0$. Therefore we prove this lemma.

Note that Propositions 6 and 9 are proved on the basis of (42) and (43). Hence, we need Lemma 13, (i), (ii), in order to make use of Propositions 6 and 9 in the proof of Lemma 13, (iii)-(viii).

Differentiating both sides of (112) with respect to $t \in$ $\left(t_{n}, t_{n+1}\right)$, we obtain the following equality:

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}\right) \lambda_{\Delta t}(t, x)=M_{\Delta t}(t, x) \lambda_{\Delta t}(t, x)+R_{\Delta t}(t, x) \tag{116}
\end{equation*}
$$

$$
\text { for each } t \in\left(t_{n}, t_{n+1}\right), \quad n \in \mathbb{N} \cup\{0\} \text {, }
$$

where

$$
\begin{align*}
R_{\Delta t}(t, x):= & -M_{\Delta t}(t, x)\left(\lambda_{\Delta t}(t, x)-\lambda_{\Delta t}\left(t_{n}, x\right)\right) \\
& -\left(M_{\Delta t}(t, x)-M_{\Delta t}\left(t_{n}, x\right)\right) \lambda_{\Delta t}\left(t_{n}, x\right) \tag{117}
\end{align*}
$$

Lemma 14. $\left\|\left|R_{\Delta t}(t, \cdot) \|\right| \leq \mathbf{b} \Delta t\right.$ for each $t \in\left[t_{n}, t_{n+1}\right), n \in$ $\mathbb{N} \cup\{0\}$, where

$$
\begin{equation*}
\mathbf{b}:=\mathbf{a}^{2}+\mathbf{a c}, \quad \mathbf{c}:=2 \gamma_{2}(\mu, \sigma, \mathbf{C})+\mathbf{a}_{2} \tag{118}
\end{equation*}
$$

Proof. Subtract both sides of (114) with $t=t_{n}$ from those of (114). Applying (12) and (13) to the equality thus obtained, we obtain

$$
\begin{align*}
& M_{\Delta t}(t, x)-M_{\Delta t}\left(t_{n}, x\right) \\
& \quad=\omega_{\Delta t}(t, x)-\omega_{\Delta t}\left(t_{n}, x\right) \\
& \quad-\left(\int_{y \in D} \lambda_{\Delta t}(t, y) \omega_{\Delta t}(t, y) d y\right.  \tag{119}\\
& \left.\quad-\int_{y \in D} \lambda_{\Delta t}\left(t_{n}, y\right) \omega_{\Delta t}\left(t_{n}, y\right) d y\right) .
\end{align*}
$$

Applying Lemma 13, (ii), (vi), and Proposition 11 with $j=2$ and $\left(\lambda_{1}(x), \lambda_{2}(x)\right)=\left(\lambda_{\Delta t}(t, x), \lambda_{\Delta t}\left(t_{n}, x\right)\right)$ to the right-hand side of this equality, we see that

$$
\begin{array}{r}
\left\|M_{\Delta t}(t, \cdot)-M_{\Delta t}\left(t_{n}, \cdot\right)\right\| \leq \mathbf{c}\left\|\lambda_{\Delta t}(t, \cdot)-\lambda_{\Delta t}\left(t_{n}, \cdot\right)\right\| \|  \tag{120}\\
\text { for each } t \in\left[t_{n}, t_{n+1}\right), \quad n \in \mathbb{N} \cup\{0\} .
\end{array}
$$

Applying Lemma 13, (ii), (viii), and (110) to (112), we see that

$$
\begin{equation*}
\left\|\left|\left|\lambda_{\Delta t}(t, \cdot)-\lambda_{\Delta t}\left(t_{n}, \cdot\right)\right| \| \leq \mathbf{a} \Delta t .\right.\right. \tag{121}
\end{equation*}
$$

Applying this inequality, Lemma 13, (ii), (viii), and (120) to (117), we obtain the present lemma.

Lemma 15. The function

$$
\begin{equation*}
\left(\lambda_{\Delta t}(t, x), \omega_{\Delta t}(t, x), w_{\Delta t}(t, x)\right) \tag{122}
\end{equation*}
$$

converges in (17) as $\Delta t \rightarrow 0+0$ for each $T>0$.
Proof. Replace $\Delta t$ by $\Delta s$ in (116), where $\Delta s$ is a positive constant that satisfies the same inequality as (109). Subtracting both sides of the equality thus obtained from those of (116), we obtain

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}\right) \Lambda_{\Delta t, \Delta s}(t, x)=M_{\Delta t}(t, x) \Lambda_{\Delta t, \Delta s}(t, x)+\mathbf{R}_{\Delta t, \Delta s}(t, x), \tag{123}
\end{equation*}
$$

where

$$
\begin{align*}
\Lambda_{\Delta t, \Delta s}(t, x) & :=\lambda_{\Delta t}(t, x)-\lambda_{\Delta s}(t, x)  \tag{124}\\
\mathbf{R}_{\Delta t, \Delta s}(t, x) & :=R_{\Delta t}(t, x)-R_{\Delta s}(t, x)+r_{\Delta t, \Delta s}(t, x)  \tag{125}\\
r_{\Delta t, \Delta s}(t, x) & :=\left(M_{\Delta t}(t, x)-M_{\Delta s}(t, x)\right) \lambda_{\Delta s}(t, x) \tag{126}
\end{align*}
$$

Performing the same calculations as done in proving (120) and making use of Lemma 13, (ii), we obtain

$$
\begin{equation*}
\left\|\left\|r_{\Delta t, \Delta s}(t, \cdot) \mid\right\| \leq \operatorname{ck}(t)\right. \tag{127}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{k}(t):=\| \| \Lambda_{\Delta t, \Delta s}(t, \cdot) \mid \| . \tag{128}
\end{equation*}
$$

Applying this inequality and Lemma 14 to (125), we deduce that

$$
\begin{equation*}
\left\|\left|\left|\mathbf{R}_{\Delta t, \Delta s}(t, \cdot)\right| \| \leq \mathbf{b}(\Delta s+\Delta t)+\mathbf{c k}(t)\right.\right. \tag{129}
\end{equation*}
$$

Let us solve (123) with respect to (124) by considering (125) as a perturbation term. We perform the same calculations as done in proving Gronwall's lemma. Replace $t$ by $r$ in (123), multiply both sides by

$$
\begin{equation*}
\exp \left(-\int_{0}^{r} M_{\Delta t}(s, x) d s\right) \tag{130}
\end{equation*}
$$

and integrate both sides with respect to $r \in[0, t]$. Applying Lemma 13, (viii), and (129) to the equality thus obtained and noting that $\Lambda_{\Delta t, \Delta s}(0, x)=0$ (see (111)), we can easily obtain an integral inequality for $\mathbf{k}(t)$. Consider this integral inequality as a differential inequality whose unknown function is

$$
\begin{equation*}
\mathbf{K}=\mathbf{K}(t):=\int_{0}^{t} \mathbf{k}(r) e^{-\mathbf{a} r} d r \tag{131}
\end{equation*}
$$

Solve this differential inequality with respect to $\mathbf{K}=\mathbf{K}(t)$. Applying the inequality thus solved to the integral inequality for $\mathbf{k}=\mathbf{k}(t)$, we obtain

$$
\begin{equation*}
\left\|\left|\lambda_{\Delta t}(t, \cdot)-\lambda_{\Delta s}(t, \cdot)\right|\right\| \leq \mathbf{r}(t)(\Delta t+\Delta s) \tag{132}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{r}(t):=\left(\frac{\mathbf{b}}{(\mathbf{a}+\mathbf{c})}\right)\{\exp ((\mathbf{a}+\mathbf{c}) t)-1\} . \tag{133}
\end{equation*}
$$

Applying this inequality and Proposition 11 with $\left(\lambda_{1}(x), \lambda_{2}(x)\right)=\left(\lambda_{\Delta t}(t, x), \lambda_{\Delta s}(t, x)\right)$ to (115), we deduce that

$$
\begin{align*}
\left\|w_{\Delta t}(t, \cdot)-w_{\Delta s}(t, \cdot)\right\| & \leq \gamma_{1}(\mu, \sigma, \mathbf{C}) \mathbf{r}(t)(\Delta t+\Delta s), \\
\left\|\omega_{\Delta t}(t, \cdot)-\omega_{\Delta s}(t, \cdot)\right\| & \leq \gamma_{2}(\mu, \sigma, \mathbf{C}) \mathbf{r}(t)(\Delta t+\Delta s) \tag{134}
\end{align*}
$$

From (132)-(134), we obtain the present lemma.
Lemma 16. The limit

$$
\begin{align*}
& (\lambda(t, x), \omega(t, x), w(t, x)) \\
& \quad:=\lim _{\Delta t \rightarrow 0+0}\left(\lambda_{\Delta t}(t, x), \omega_{\Delta t}(t, x), w_{\Delta t}(t, x)\right) \tag{135}
\end{align*}
$$

is a global solution and satisfies (24), (25), and (27)-(32).
Proof. Making use of Lemmas 13 and 15, we deduce that (135) satisfies (25) and (28)-(32). Recalling (115), we can substitute (122) in (3) and (10). Let $\Delta t \rightarrow 0+0$ in the equalities thus obtained. By Lemma 15, we see easily that (135) satisfies
(3) and (10). Replace $t$ by $r$ in (116). Multiply both sides by (130) and integrate both sides with respect to $r \in[0, t]$. We obtain an integral equation whose unknown function is $\lambda_{\Delta t}=\lambda_{\Delta t}(t, x)$. Apply (111) and Lemmas 14 and 15 to this integral equation, recall (12) and (13), and let $\Delta t \rightarrow 0+0$. We deduce that (135) satisfies the following equality:

$$
\begin{equation*}
\lambda(t, x)=\lambda^{0}(x) \exp \left(\int_{0}^{t} M(\lambda(s, \cdot), \omega(s, \cdot) ; x) d s\right) \tag{136}
\end{equation*}
$$

Hence, (135) satisfies (11) and (15) (see (14)). Applying (32) to (136), we see that (135) satisfies (24) and (27).

The following lemma gives necessary conditions for the initial value problem to have a solution that belongs to (17).

Lemma 17. If the initial value problem has a solution

$$
\begin{equation*}
(\lambda, \omega, w)=(\lambda(t, x), \omega(t, x), w(t, x)) \tag{137}
\end{equation*}
$$

in (17) for some $T>0$, then this solution satisfies (23), (25), (26), and (28)-(32) in $[0, T] \times D$, where $\delta_{i}(\mu, \sigma, \mathrm{C}):=$ $\mathbf{a} \gamma_{i}(\mu, \sigma, \mathbf{C}), i=1,2$ (see Proposition 11).

Proof. Recalling (12), (13), and the definition of (17), we see easily that

$$
\begin{gather*}
\omega(t, x) \in L^{\infty}([0, T] \times D), \quad m(t) \in L^{\infty}([0, T]),  \tag{138}\\
\lambda(t, x) \in L^{\infty, 1}([0, T] \times D), \tag{139}
\end{gather*}
$$

where

$$
\begin{equation*}
m(t):=m(\lambda(t, \cdot), \omega(t, \cdot)) \tag{140}
\end{equation*}
$$

Hence, integrating both sides of (11) with respect to $x \in D$ and recalling (12) and (13), we see easily that

$$
\begin{equation*}
\frac{d n(t)}{d t}=m(t)(1-n(t)) \tag{141}
\end{equation*}
$$

where

$$
\begin{equation*}
n(t):=\| \| \lambda(t, \cdot) \mid \| . \tag{142}
\end{equation*}
$$

Making use of (138) and (139), we can transform (11) into (136). Applying (138) and Assumption 2, (ii), to (136), we obtain

$$
\begin{equation*}
n(0+0)=1 . \tag{143}
\end{equation*}
$$

Solving (141) with this initial condition, we see that $\lambda=\lambda(t, x)$ satisfies (28) for each $t \in[0, T]$. Making use of this result and (139), we can apply Propositions 6, 9, and 11 to (137). Applying Propositions 6 and 9 to (137), we see that (137) satisfies (25) and (29)-(32) for each $(t, x) \in[0, T] \times D$. Integrate both sides of (11) with respect to $t \in[r, s]$, calculate the absolute values of both sides, and integrate them with respect to $x \in D$. Applying (28) and (32) to the right-hand side of the equality thus obtained, we see that (137) satisfies (23) for each $r, s \in$ $[0, T]$. Combining this result and Proposition 11, we see that (137) satisfies (26) for each $r, s \in[0, T]$.

Proof of Theorem 4. Let

$$
\begin{equation*}
\left(\lambda_{1}, \omega_{1}, w_{1}\right)=\left(\lambda_{1}(t, x), \omega_{1}(t, x), w_{1}(t, x)\right) \tag{144}
\end{equation*}
$$

be a solution that belongs to (17). Substitute this solution and (135) in (11). Subtracting both sides of the equalities thus obtained from each other, we obtain the following equation in the same way as (123):

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}\right) \Lambda(t, x)=M(t, x) \Lambda(t, x)+\mathbf{r}(t, x) \tag{145}
\end{equation*}
$$

where

$$
\begin{gather*}
\Lambda(t, x):=\lambda(t, x)-\lambda_{1}(t, x), \\
\mathbf{r}(t, x):=\left(M(t, x)-M_{1}(t, x)\right) \lambda_{1}(t, x),  \tag{146}\\
M(t, x):=M(\lambda(t, \cdot), \omega(t, \cdot) ; x), \\
M_{1}(t, x):=M\left(\lambda_{1}(t, \cdot), \omega_{1}(t, \cdot) ; x\right) .
\end{gather*}
$$

Note that both (135) and (144) satisfy (25) and (28)-(32) (see Lemmas 16 and 17). Making use of this result, we can perform the same calculations as done in proving (127). Hence we obtain

$$
\begin{equation*}
\||\mathbf{r}(t, \cdot)|\| \leq \mathbf{c}\| \| \Lambda(t, \cdot) \mid \| . \tag{147}
\end{equation*}
$$

Making use of this inequality in place of (129) and performing the same calculations as done in proving (132)-(134), we prove that (144) is the same as (135). By Lemmas 16 and 17 we prove Theorem 4.
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