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In this paper, a singularly perturbed second-order ordinary differential equation with discontinuous source term subject to mixed-
type boundary conditions is considered. A fitted nonpolynomial spline method is suggested. The stability and parameter uniform
convergence of the proposed method are proved. To validate the applicability of the scheme, two model problems are considered
for numerical experimentation and solved for different values of the perturbation parameter, ε, and mesh size, h: The numerical
results are tabulated in terms of maximum absolute errors and rate of convergence, and it is observed that the present method is
more accurate and ε-uniformly convergent for h ≥ ε where the classical numerical methods fail to give good result and it also
improves the results of the methods existing in the literature.

1. Introduction

Singular perturbation problems (SPPs) are differential equa-
tions with a small positive parameter multiplying the highest
derivative term. These problems arise in several branches of
applied mathematics, including fluid dynamics, quantum
mechanics, elasticity, chemical reactor theory, and gas
porous electrodes theory. Examples of SPPs include the
Navier-Stokes equation of fluid flow at high Reynolds num-
ber, the equation governing flow in porous media, the drift-
diffusion equation of semiconductor devices, physics and
mathematical models of liquid crystal material, and the
convection-diffusion and reaction-diffusion equations to
mention but a few [1, 2].

Such equations typically exhibit solutions with layers,
which cause severe computational difficulties for standard
numerical methods. Consequently, a variety of different
numerical strategies have been devoted [1–3] and the refer-
ences are therein to the construction and analysis of accurate
numerical methods for SPPs. Recently, authors [4–8] have
considered SPPs for second-/third-order ordinary differen-

tial equations (ODEs) with discontinuous source term
and/or discontinuous convection coefficient. The novel
aspect of the problem under consideration is that we take a
source term in the differential equation which has a jump
discontinuity at one or more points in the interior of the
domain. This gives rise to an interior layer in the exact solu-
tion of the problem, in addition to the boundary layer at the
outflow boundary point.

A single discontinuity is assumed to occur at a point d
∈Ω = ð0, 1Þ. The solution of this problem has a boundary
layer at x = 0 and interior layers with different widths at x
= d: It is convenient to introduce the notation Ω− = ð0, dÞ
and Ω+ = ðd, 1Þ and to denote the jump at d in any function
with ½w�ðdÞ =wðd+Þ −wðd−Þ.

Recently, Chandru and Shanthi [9] presented a fitted
mesh method to solve singularly perturbed robin-type
boundary value problems with discontinuous source term.
But still, there is a room to increase the accuracy and develop
its convergence for the developed scheme because the treat-
ment of singular perturbation problem is not trivial distribu-
tions and the solution pended on perturbation parameter ε
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and mesh size h [10]. Due to this, numerical treatment of
singularly perturbed boundary value problems needs
improvement.

Different authors in [11–23] have applied different fam-
ilies of spline method for second- and higher order singular
and regular problems. As far as the researchers’ knowledge is
concerned, numerical solution of fitted nonpolynomial cubic
spline method for the problem under consideration is first
being considered. Hence, in the present paper, motivated
by the works of [9], we developed a fitted nonpolynomial
cubic spline method for singularly perturbed robin-type
boundary value problems with discontinuous source term.
Therefore, it is important to develop more accurate and con-
vergent numerical method for solving singularly perturbed
robin boundary value problems. Thus, the purpose of this
study is to develop stable, convergent, and more accurate
numerical method for solving singularly perturbed robin
boundary value problems with discontinuous source term.

In this article, we consider the following class of prob-
lems:

Ly xð Þ ≡ εy″ xð Þ + a xð Þy′ xð Þ − b xð Þy xð Þ = f xð Þ, x ∈ Ω− ∪Ω+ð Þ,
ð1Þ

subject to the boundary conditions,

L1y 0ð Þ = α1y 0ð Þ − β1εy′ 0ð Þ = ϕ0,
L2y 1ð Þ = α2y 1ð Þ + β2y′ 1ð Þ = φ,

(
ð2Þ

where α1, β1 ≥ 0, α1 + β1 > 0, β2 ≥ 0, α2 > 0, and εð0 < ε≪ 1Þ
are a singular perturbation parameter; aðxÞ and bðxÞ are suf-
ficiently smooth functions on �Ω

− and �Ω
+, respectively; and

aðxÞ ≥ a > 0 and bðxÞ ≥ b ≥ 0. It is assumed that f is a suffi-
ciently smooth function in Ω− ∪Ω+ ∪ f0, 1g; the left and
right limits of f and their derivatives are assumed to exist
at x = d. The function f is assumed to have simple disconti-
nuity at x = d. Hence, the solution y of equations (1) and (2)
does not necessarily have a continuous second derivative at
the point d; that is, y does not belong to the class of func-
tions C2ðΩÞ. Hence, the class of functions, where y belongs
to it, is taken as C0ð�ΩÞ ∩ C1ðΩÞ ∩ C2ðΩ− ∪Ω+Þ. Further,
the SPPs in equations (1) and (2) have a unique solution y
∈ Y ≡ C0ð�ΩÞ ∩ C1ðΩÞ ∩ C2ðΩ− ∪Ω+Þ [24].

Boundary value problems of the type in equations (1)
and (2) are model confinement of a plasma column by reac-
tion pressure and geophysical fluid dynamics [25].

2. Properties of Continuous Solution

The following lemmas are necessary for the existence and
uniqueness of the solution and for the problem to be well-
posed.

Lemma 1 (continues minimum principle). Suppose that the
function y ∈ C1ð�ΩÞ ∩ C2ðΩ− ∪Ω+Þ satisfies L1yð0Þ ≥ 0 and
L2yð1Þ ≥ 0 and LyðxÞ ≤ 0, ∀x ∈Ω− ∪Ω+, and ½y′�ðdÞ ≤ 0,
then yðxÞ ≥ 0, ∀x ∈ �Ω:.

Proof. For the proof, refer to [26].

Lemma 2 (stability result). Consider the boundary value
problem of equations (1) and (2) subject to the condition
aðxÞ ≥ a > 0, bðxÞ ≥ b ≥ 0: If y ∈ C1ð�ΩÞ ∩ C2ðΩ− ∪Ω+Þ, then

yk k�Ω ≤ C max L1y 0ð Þj j, L2y 1ð Þj j, Lyj jΩ−∪Ω+
� �

: ð3Þ

Proof. For the proof, refer to [26].

Lemma 3. For each integer k, satisfying 0 ≤ k ≤ 4, the solution
y of equations (1) and (2) satisfy the bounds

y kð Þ
��� ���

�Ω\ df g
≤ Cε−k: ð4Þ

Proof. To establish the parameter robust properties of the
numerical methods involved in this paper, the following
decomposition of Y into smooth v and singular w compo-
nents is required.

The smooth component v is defined as the solution of

av0′ − bv0 = f , x ∈Ω− ∪Ω+, L1v0 0ð Þ = q,
av1′ − bv1 = −v0″, x ∈Ω− ∪Ω+, L1v1 1ð Þ = 0:

ð5Þ

Note that v = v0 = εv1 + ε2v2, where v2 ∈ C1ð�ΩÞ ∩ C2ðΩ−

∪Ω+Þ and

Lv2 = −v2″, L1v2 0ð Þ = v2 dð Þ = L2v2 1ð Þ = 0: ð6Þ

As in [27], we can obtain the following bounds on the
derivatives of v for k = 1, 2, 3:

vk k ≤ C v kð Þ
��� ���

Ω−∪Ω+
≤ C 1 + ε 2−kð Þ
� �

: ð7Þ

Note also that j½v′�ðdÞj ≤ C, j½v″�ðdÞj ≤ C. Define the sin-
gular components of the decomposition as follows. Find w
∈ C0ðΩÞ such that Lw = 0, x ∈Ω− ∪Ω+,

L1w 0ð Þ = y 0ð Þ − v 0ð Þ,
L2w 1ð Þ = 0,

w′
h i

dð Þ = − v′
h i

dð Þ,
ð8Þ

We can further decompose w as

w =w1 +w2, ð9Þ

where w1 is the boundary layer function satisfying w1 ∈ C2

ðΩÞ, Lw2 = 0, x ∈Ω,

L1w 0ð Þ = y 0ð Þ − v 0ð Þ,
L2w 1ð Þ = 0,

ð10Þ

and w2 is the interior layer function satisfying
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w2 ∈ C
0 Ωð Þ,

Lw2 = 0,
x ∈Ω− ∪Ω+,

L1w2 0ð Þ = 0,
L2w2 0ð Þ = 0,

w2′
h i

dð Þ = − v′
h i

dð Þ:

ð11Þ

y kð Þ
ε xð Þ

��� ��� ≤ C 1 + ε−k exp −ax
ε

� �� �n o
, for all x ∈Ω−:

ð12Þ
Lemma 4. Let yε be the solution of ðPεÞ. Then, for k = 0, 1,
2, 3,

Proof. For the proof, refer to [26].

3. Formulation of the Numerical Method

Consider the following singularly perturbed robin-type
boundary value problems with discontinuous source terms
of the form

εy″ xð Þ + a xð Þy′ xð Þ − b xð Þy xð Þ = f xð Þ: ð13Þ

Rearranging equation (13), we obtain

εy″ xð Þ + p xð Þy′ xð Þ + q xð Þy xð Þ = f xð Þ, ð14Þ

where pðxÞ = aðxÞ and qðxÞ = −bðxÞ.
Under boundary conditions,

y 0ð Þ = ϕ0, ð15Þ

y 1ð Þ = φ: ð16Þ
Consider a uniform mesh with interval ½0, 1� in which

0 = x0 < x1 < x2 <⋯<xN = 1,
whereh = 1/Nand xi = ih, i = 0, 1, 2,⋯,N .

For each segment ½xi, xi+1�, i = 1, 2,⋯,N − 1, the nonpo-
lynomial cubic spline SΔðxÞ has the following form:

SΔ xð Þ = ai sin w x − xið Þ + bi cos w x − xið Þ
+ ci ew x−xið Þ − e−w x−xið Þ
� �

+ di ew x−xið Þ + e−w x−xið Þ
� �

,

ð17Þ

where ai, bi, ci, and di are unknown coefficients and w ≠ 0
arbitrary parameter which will be used to increase the accu-
racy of the method of Bawa [28].

To determine the unknown coefficients in equation (17)
in terms of yi, yi+1,Mi, andMi+1, first, we define

SΔ xð Þ = yi, SΔ xi+1ð Þ = yi+1,
SΔ″ xið Þ =Mi, SΔ″ xi+1ð Þ =Mi+1:

(
ð18Þ

By some algebra, the coefficients in equation ((17))
becomes

ai =
w2yi+1 −Mi+1 + Mi − yiw

2� 	
cos θ

2w2 sin θ
, bi =

yiw
2 −Mi

2w2 ,

ci =
2 yi+1w

2 +Mi+1
� 	

− yiw
2 +Mi

� 	
eθ + e−θ
� 	

4w2 eθ − e−θ
� 	 , di =

yiw
2 +Mi

4w2 ,

8>>><
>>>:

ð19Þ

where θ =wh:
Using the continuity condition of the first derivative at xi

, SΔ−1′ðxiÞ = SΔ′ðxiÞ, we have

ai−1 cos θ − bi−1 sin θ + ci−1 eθ + e−θ
� �

+ di−1 eθ − e−θ
� �

= ai + 2ci:

ð20Þ

Reducing indices of equation (19) by one and substitut-
ing into equation (20), we have

−1
2 sin θ

−
1

eθ − e−θ


 �
yi−1 +

cos θ
sin θ

+ eθ + e−θ

eθ − e−θ


 �
yi

+ −1
2 sin θ

−
1

eθ − e−θ


 �
yi+1

= −h2

2θ2 sin θ
−

h2

θ2 eθ − e−θ
� 	

 !
Mi−1

+ h2 cos θ
θ2 sin θ

+ h2 eθ + e−θ
� 	

θ2 eθ − e−θ
� 	

 !
Mi

+ −h2

2θ2 sin θ
−

h2

θ2 eθ − e−θ
� 	

 !
Mi+1:

ð21Þ

Multiplying both side of equation (21) by ð−2 sin θðeθ
− e−θÞÞ/ðeθ − e−θ + 2 sin θÞ, we obtain

yi−1 + kyi + yi+1 = h2 αMi−1 + βMi + αMi+1ð Þ, ð22Þ

where

k = −2 eθ cos θ + sin θð Þ + e−θ sin θ − cos θð Þ
eθ − e−θ + 2 sin θ


 �
,

α = eθ − e−θ − 2 sin θ

θ2 eθ − e−θ + 2 sin θ
� 	

 !
,

β = −2 eθh2 cos θ − sin θð Þ − e−θ sin θ + cos θð Þ
θ2 eθ − e−θ + 2 sin θ
� 	

 !
:

8>>>>>>>>>>><
>>>>>>>>>>>:

ð23Þ

As θ⟶ 0, ðα, β, kÞ⟶ ð1/6, 4/6,−2Þ:
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Substituting SΔ″ðxiÞ = yi″=Mi in equation (14), we get

εMi = f i − piyi′− qiyi,
εMi−1 = f i−1 − pi−1yi−1′ − qi−1yi−1,
εMi+1 = f i+1 − pi+1yi+1′ − qi+1yi+1:

8>><
>>: ð24Þ

Substituting equation (24) into equation (22), we obtain

ε

h2
yi−1 + kyi + yi+1ð Þ = α f i−1 − pi−1yi−1′ − qi−1yi−1

� �
+ β f i − piyi′− qiyi
� �

+ α f i+1 − pi+1yi+1′ − qi+1yi+1
� � ð25Þ

and the following approximations for the first derivatives of
y by Bawa [28]:

yi−1′ ≈
−yi+1 + 4yi − 3yi−1

2h ,

yi+1′ ≈
3yi+1 − 4yi + yi−1

2h ,

yi′≈
1 − 2h2ψqi+1 − hψ 3pi+1 + pi−1ð Þ

2h

 !
yi+1 + 2ψ pi+1 + pi−1ð Þyi,

  + 1 − 2h2ψqi−1 − hψ pi+1 + 3pi−1ð Þ
2h

 !
yi−1 + hψ ri+1 − ri−1ð Þ,

8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

ð26Þ

where ω is the parameter used to raise the accuracy of the
method.

Substituting equations (26) into equation (25) and
rearranging, we get

ε

h2
yi−1 + kyi + yi+1½ �

= 3αpi−1
2h − αqi−1 −

βpi
2h −1 + 2ψh2qi−1 − ψh pi+1 + 3pi−1ð Þ� 	

+ αpi+1
2h

� 

yi−1

+ −2αpi−1
h

− 2βpiψ pi+1 + pi−1ð Þ − βpiqiαqi−1 −
2αpi+1
h

� 

yi

+ 3αpi+1
2h + αqi+1 −

βpi
2h 1 − 2ψh2qi+1 − ψh 3pi+1 + pi−1ð Þ� 	

+ αpi−1
2h

� 

yi+1

+ α + βpiψhð Þf i−1 + βf i + α − βpiψhð Þf i+1:
ð27Þ

From the theory of singular perturbation, it is known
that the solution of equation (14) and equation (15) is of
the form (O’Malley [29])

y xð Þ = y0 xð Þ + p 0ð Þ
p xð Þ ϕ0 − y0 0ð Þð Þ exp −

ðx
0

p xð Þ
ε

−
q xð Þ
p xð Þ


 �
dx


 �
+O εð Þ,

ð28Þ

where y0ðxÞ is the solution of the reduced problem (obtained
by setting ε = 0Þ of equation (14) which is given by

p xð Þy0′ xð Þ + q xð Þy0 xð Þ = f xð Þ, with y0 1ð Þ = φ: ð29Þ

Expanding pðxÞ and qðxÞ about point “0” up to the first
term using Taylor’s series, the discretized form of equation
(28) gives

y xið Þ = y0 xið Þ + ϕ0 − y0 0ð Þð Þ exp −
p 0ð Þ
ε

−
q 0ð Þ
p 0ð Þ


 �
xi


 �
+O εð Þ:

ð30Þ

Therefore,

lim
h⟶∞

y ihð Þ = y0 0ð Þ + ϕ0 − y0 0ð Þð Þ exp −
p2 0ð Þ − εq 0ð Þ

p 0ð Þ

 �

iρ

 �

+O εð Þ,

ð31Þ

where ρ = h/ε.
To handle the effect of the perturbation parameter in

equation (27), artificial viscosity (σðρÞ) is multiplied on the
term containing the perturbation parameter as

εσ ρð Þ
h2

yi−1 + kyi + yi+1½ �

= 3αpi−1
2h − αqi−1 −

βpi
2h −1 + 2ψh2qi−1 − ψh pi+1 + 3pi−1ð Þ� 	

+ αpi+1
2h

� 

yi−1

+ −2αpi−1
h

− 2βpiψ pi+1 + pi−1ð Þ − βpiqiαqi−1 −
2αpi+1
h

� 

yi

+ 3αpi+1
2h + αqi+1 −

βpi
2h 1 − 2ψh2qi+1 − ψh 3pi+1 + pi−1ð Þ� 	

+ αpi−1
2h

� 

yi+1

+ α + βpiψhð Þf i−1 + βf i + α − βpiψhð Þf i+1:
ð32Þ

Multiplying equation (32) by h and taking limit as
h⟶ 0, we get the fitting factor

σ ρð Þ = ρp 0ð Þ 2ϕ0 +
φ

2 coth p2 0ð Þ − εq 0ð Þ
p 0ð Þ


 �
ρ

2


 �� 

, ð33Þ

which is a required fitting factor in the left boundary layer.
From equation (32), we get

εσ −
h
2 ui + αh2qi−1


 �
yi−1 − −ρεσ + h

2 vi − βh2qi


 �
yi

+ εσ −
h
2wi + αh2qi+1


 �
yi+1

= h2 α + βpiψhð Þri−1 + βri + α − βpiψhð Þri+1ð Þ,
ð34Þ

where

ui = 3αpi−1 + βpiψh pi+1 + 3pi−1ð Þ − βpiψh
2qi−1 − αpi+1 + βpi,

vi = −4αpi−1 − 4βhpiψ pi+1 + pi−1ð Þ + 4αpi+1,
wi = αpi−1 + βpiψh 3pi+1 + pi−1ð Þ − 3αpi+1 − βpi + βpiψh

2qi+1:

8>><
>>:

ð35Þ
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Then, we get the three term recurrence relation of the
form

Eiyi−1 − Fiyi + Giyi+1 =Hi, i = 1, 2,⋯,N − 1, ð36Þ

where

Ei = εσ −
h
2 ui + αh2qi−1,

Fi = −ρεσ + h
2 vi − βh2qi,

Gi = εσ −
h
2wi + αh2qi+1,

Hi = h2 α + βpiψhð Þf i−1 + βf i + α − βpiψhð Þf i+1ð Þ:

8>>>>>>>>>><
>>>>>>>>>>:

ð37Þ

To treat the boundary condition, we used forward finite
difference formula for i = 0 and backward difference formula
for i =N , respectively, for the first derivative term.

That is, for i = 0, from equation (2), we have

α1y 0ð Þ − β1εy′ 0ð Þ = ϕ0 ⇒ α1y0 − β1εy0′ = ϕ0,

⇒ α1 +
β1ε

h


 �
y0 −

β1ε

h
y1 = ϕ0:

ð38Þ

Similarly, for i =N , from equation (2), we have

α2y Nð Þ + β2y′ Nð Þ = φ⇒ α2yN + β2yN′ = φ,

⇒ −
β2
h
yN−1 + α2 +

β2
h


 �
yN = φ:

ð39Þ

Therefore, the problem in equation (1) with given
boundary condition in equation (2) can be solved using the
scheme equations (36), (38), and (39) which form an N ×
N system of algebraic equations.

4. Truncation Error

From equation (26), we have

ei+1′ = Y ′ xi+1ð Þ − yi+1′ = h2yi
3ð Þ

3 + h3yi
4ð Þ

12 + h4yi
5ð Þ

30 +O h5
� 	

,

ei−1′ = Y ′ xi−1ð Þ − yi−1′ = h2yi
3ð Þ

3 −
h3yi

4ð Þ

12 + h4yi
5ð Þ

30 +O h5
� 	

,

ei′= Y ′ xið Þ − yi′= −h2
1
6 + 2ψεσ

 �

yi
3ð Þ −

h4ψεσyi
5ð Þ

3 + h4yi
5ð Þ

120 +O h5
� 	

:

8>>>>>>>><
>>>>>>>>:

ð40Þ

From equation (24) and equation (22),

εσyi−1 + εσkyi + εσyi+1 = h2 α f i−1 − pi−1yi−1′ − qi−1yi−1
� ��

+ β f i − piyi′− qiy
� �

+ α f i+1 − pi+1yi+1′ − qi+1yi+1
� ��

:

ð41Þ

Putting the exact solution in equation (41), we have

εσY xi−1ð Þ + εσkY xið Þ + εσY xi+1ð Þ
= h2 α f i−1 − pi−1Y ′ xi−1ð Þ − qi−1Y xi−1ð Þ

� ��
+ β f i − piY ′ xið Þ − qiY xið Þ
� ��

+ h2α f i+1 − pi+1Y ′ xi+1ð Þ − qi+1Y xi+1ð Þ
� �

+ T0 hð Þ,
ð42Þ

where

T0 hð Þ = − 2 + kð Þεσyi + 2α + β − 1ð Þεσh2yi″

+ 12α − 1ð Þ εσh
4yi

4ð Þ

12 + 2α + β − 1ð Þεσh6yi 6ð Þ:

ð43Þ

Subtract equation (41) from equation (42) and putting
ej = YðxjÞ − yj, j = i ± 1, we get

εσ + h2αqi−1
� 	

ei−1 + εσk + βh2qi
� 	

ei + εσ + h2αqi+1
� 	

ei+1

= −h2 αpi−1ei−1′ + βpiei′+ αpi+1ei+1′
� �

+ T0 hð Þ:
ð44Þ

Using equation (40), we have

εσ + h2αqi−1
� 	

ei−1 + kσε + βh2qi
� 	

ei + εσ + h2αqi+1
� 	

ei+1

= −h4
αpi−1
3 + βpi

1
6 + 2ψεσ

 �

+ αpi+1
3 yi

3ð Þ

 �

− h5
−αpi−1
12 + αpi+1

12
� �

yi
4ð Þ − h6

· 1
30 αpi−1 + αpi+1ð Þy 5ð Þ + βpi −

ψεσ

3 + 1
120


 �
yi

5ð Þ

 �

+ T0 hð Þ:

ð45Þ

Let

pi+1 = pi + hpi′+
h2pi″
2 +O h3

� 	
,

pi−1 = pi − hpi′+
h2pi″
2 +O h3

� 	
:

8>>><
>>>:

ð46Þ

5Abstract and Applied Analysis



Substituting equation (46) into equation (45), we have

εσ + h2αqi−1
� 	

ei−1 + kεσ + βh2qi
� 	

ei + εσ + h2αqi+1
� 	

ei+1 = Ti hð Þ,
ð47Þ

where

Ti hð Þ = − 2 + kð Þεσyi + 2α + β − 1ð Þεσh2yi″

+ −2α
3 + β

1
6 + 2ψεσ

 �

pi


 �
h4yi

3ð Þ

+ 12α − 1ð Þ εσh
4yi

4ð Þ

12 +O h6
� �

:

ð48Þ

TiðhÞ is a local truncation error associated with the
scheme developed in equation (36). Thus, for different
values of k, α, β, andψ in the scheme of equation (36), the
following different orders are indicated:

(1) For k = −2, 2α + β = 1, and for any value of ψ, the
scheme of equation (36) gives the second-order
method

(2) For k = −2, α = 1/12, β = 10/12, and ψ = −1/20, from
equation (36), the fourth-order method is derived

5. Stability and Convergence Analysis

Writing the tridiagonal system in equation (36) in matrix
vector form, we have

A�Y = C, ð49Þ

where A = B0 + B andB = ðB1 + h2B2QÞ is a tridiagonal
matrix of order N − 1. Multiplying both sides of equation
(34) by (-1), we get

B0 =

−kσε −σε

−σε −kσε −σε

⋱ ⋱ ⋱

−σε −kσε −σε

−σε −kσε

2
666666664

3
777777775
,

B1 =

hv1
2

hw1
2

hu2
2

hv2
2

hw2
2

⋱ ⋱ ⋱
huN−2
2

hvN−2
2

hwN−2
2

huN−1
2

hvN−1
2

2
666666666666664

3
777777777777775

,

B2 =

−β −α

−α −β −α

⋱ ⋱ ⋱

−α −β −α

−α −β

2
666666664

3
777777775
,

Q =

q1

q2

⋮
qN−2

qN−1

2
66666664

3
77777775
: ð50Þ

C = ðciÞ is the column vector, where

ci = h2 −α − βp1ψhð Þf0 − βf1 − α − βp1ψhð Þf2ð Þ
+ εσϕ0 −

hϕ0
2 u1, for i = 1:

ci = h2 −α − βpiψhð Þf i−1 − βf i − α − βpiψhð Þf i+1ð Þ, for 2 ≤ i ≤N − 2:

ci = h2 −α − βpn−1ψhð Þf N−2 − βf N−1 − α − βpN−1ψhð Þf N + αh2qN
� 	

+ εσφ −
hφ
2 wN , for i =N − 1:

ð51Þ

�Y = ½�y1, �y2,⋯, �yN−1�t is an approximation solution;
TðhÞ =Oðh6Þ for k = −2, α = 1/12, β = 10/12, and ψ = −1/20ε.

Now, considering the above system with exact solution
Y = ½yðx1Þ, yðx2Þ,⋯, yðxN−1Þ�t , we have

AY − T hð Þ = C, ð52Þ

where
TðhÞ = ½T1ðhÞ, T2ðhÞ,⋯, TN−1ðhÞ�t is a local truncation

error.
From equation (49) and equation (52), we obtain

A Y − �Y
� 	

= T hð Þ: ð53Þ

This gives the error equation

AE = T hð Þ, ð54Þ

where

E = Y − �Y = e1, e2,⋯, eN−1ð Þt: ð55Þ

Let

pi−1j j ≤ Z1, pij j ≤ Z2, pi+1j j ≤ Z3, qi−1j j ≤ K1, qij j ≤ K2, qi+1j j ≤ K3,
ð56Þ

where Z1, Z2, Z3, K1, K2, andK3 are positive constants.
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Let rij be the ði, jÞth element of the matrix B; then, for
i = 1, 2,⋯,N − 1,

ri,i+1
�� �� = h

2wi − αh2qi+1

����
����

≤
h
2 αZ1 + βZ2 1 + 2ψh2K3 + ψh 3Z3 + Z1ð Þ� 	

+ 3αZ3 + 2αhK3
� 	

,

ri,i−1
�� �� = h

2 ui − αh2qi−1

����
����

≤
h
2 3αZ1 + βZ2 1 + 2ωh2K1 + ωh Z3 + 3Z1ð Þ� 	

+ αZ3 + 2αhK1
� 	

::

ð57Þ

Thus, for sufficiently small h, we have

−εσ + ri,i+1
�� �� ≠ 0 for i = 1, 2,⋯,N − 2,

−εσ + ri,i−1
�� �� ≠ 0 for i = 2,⋯,N − 1:

ð58Þ

Hence, the matrix A is irreducible (Varga [30]).
From equation (36), for sufficiently small h and k = −2

and ε, 0 < ε≪ 1, and we get jEi +Gij < jFij.
Hence, A is diagonally dominant. Under this condition,

Thomas algorithm method is stable (Kadalbajoo and Reddy
[31]).

Let Si be the sum of the elements of the ith row of the
matrix A; then, we have

Si = −kσε − εσ + h
2 −3αpi−1 − βpi + αpi+1ð Þ

+ h2

2 βψpi pi+1 + 3pi−1ð Þ − 2 βqi + αqi+1ð Þð Þ − h3βψpiqi+1, for i = 1,

Si = −kσε − 2σε + h2 −αqi−1 − βqi − αqi+1ð Þ	 +O h3
� 	

, for 2 ≤ i ≤N − 2,

Si = −kσε − εσ + h
2 −αpi−1 + βpi + 3αpi+1ð Þ

+ h2

2 βψpi pi+1 + pi−1ð Þ − 2 βqi + αqi−1ð Þð Þ
+ h3βψpiqi−1, for i =N − 1:

ð59Þ

Let Z2∗ = min
1≤i≤N−1

jpij, Z∗
2 = max

1≤i≤N−1
jpij, K2∗ = min

1≤i≤N−1
jqij,

andK∗
2 = max

1≤i≤N−1
jqij, then 0 < Z2∗ ≤ Z2 ≤ Z∗

2 and0 < K2∗ ≤ K2

≤ K∗
2 :
For sufficiently small h, A is monotone (Young [32]).
Hence, A−1 exist and A−1 ≥ 0. From equation (63), we

have

E = A−1T hð Þ,
Ek k ≤ A−1�� �� T hð Þk k:

ð60Þ

For sufficiently small h, we have

S1 > h2K2∗D1, for i = 1,
Si > h2K2∗D2, for 2 ≤ i ≤N − 2,
Sn−1 > h2K2∗D1, for i =N − 1,

8>><
>>: ð61Þ

where D1 = α + β andD2 = 2α + β:

Table 1: Maximum absolute errors for Example 1 at different mesh points N .

ε N = 32 N = 64 N = 128 N = 256 N = 512
10−4 1.0156e-02 5.0781e-03 2.5391e-03 1.2695e-03 6.2999e-04

10−8 1.0156e-02 5.0781e-03 2.5391e-03 1.2695e-03 6.2999e-04

10−12 1.0156e-02 5.0781e-03 2.5391e-03 1.2695e-03 6.2999e-04

10−16 1.0156e-02 5.0781e-03 2.5391e-03 1.2695e-03 6.2999e-04

10−20 1.0156e-02 5.0781e-03 2.5391e-03 1.2695e-03 6.2999e-04

Table 2: Comparison of maximum absolute errors and order of convergence for Example 1 at different of mesh points N .

N ⟶ 64 128 256 512 1024

Present method

EN 5.0781e-03 2.5382e-03 1.2467e-03 5.5910e-04 2.3203e-04

RN 1.0005 1.2667 1.1569 1.2688

Method in [9]

EN 2.5658e−02 1.4128e−02 7.5359e−03 3.8225e−03 1.7536e−03

RN 0.86085 0.90671 0.97927 1.1242
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Let A−1
i,k be the ði, kÞth element of A−1, and we define

A−1
i,k

�� �� = max
1≤i≤N−1

〠
n−1

k=1
A−1
i,k

�� ��, ð62Þ

T hð Þk k = max
1≤i≤N−1

Ti hð Þj j: ð63Þ

Since A−1
i,k ≥ 0, then from the theory of matrices, we have

〠
N−1

k=1
A−1
i,k ⋅ Sk = 1 for i = 1, 2,⋯,N − 1: ð64Þ

Hence,

A−1
i,1 ≤

1
S1

< 1
h2K2∗D1

 for k = 1, ð65Þ

A−1
i,N−1 ≤

1
SN−1

< 1
h2K2∗D1

 for k =N − 1, ð66Þ

〠
N−2

k=2
A−1
i,k ≤

1
min

2≤k≤N−2
Sk

< 1
h2K2∗D2

 for k = 2, 3,⋯,N − 2:

ð67Þ
From equations (54)–(68) and (48), we get

Ek k ≤ 1
h2K2∗D1

+ 1
h2K2∗D1

+ 1
h2K2∗D2


 �
O h6
� �

=D∗h4,

ð68Þ

where

D∗ = 1
K2∗D1

+ 1
K2∗D1

+ 1
K2∗D2


 �
, ð69Þ

which is independent of mesh size h. This establishes that
the present method is fourth-order convergent for k = −2, α
= 1/12, β = 10/12, andψ = −1/20ε.

6. Numerical Examples and Results

To validate the applicability of the method, two model prob-
lems are considered for numerical experimentation for dif-
ferent values of the perturbation parameter and mesh
points. The numerical results are tabulated in terms of max-
imum absolute errors, numerical rate of convergence, and
uniform errors (see Tables 1–4) and compared with the
results of the previously developed numerical methods exist-
ing in the literature (Tables 2 and 4). Further, behavior of the
numerical solution without and with fitted operator
(Figures 1 and 2), point-wise absolute errors (Figure 3),
and the ε-uniform convergence of the method are shown
by the log-log plot of the ε-uniform error (Figure 4).

Having yj ≡ yNj (the approx. solution obtained via the
present method) for different values of N and ε since the
exact solution is not available, the maximum errors (denoted
by EN

ε ) are evaluated using the formula given by the double-
mesh principle:

EN
ε ≔ max

0≤j≤N
yNj − y2N2j
��� ���: ð70Þ

Table 3: Maximum absolute errors for Example 2 at different mesh points.

ε↓N ⟶ N = 32 N = 64 N = 128 N = 256 N = 512
10−4 4.1730e-02 2.0931e-02 1.0482e-02 5.2450e-03 2.4856e-03

10−8 4.1730e-02 2.0931e-02 1.0482e-02 5.2450e-03 2.4856e-03

10−12 4.1730e-02 2.0931e-02 1.0482e-02 5.2450e-03 2.4856e-03

10−16 4.1730e-02 2.0931e-02 1.0482e-02 5.2450e-03 2.4856e-03

10−20 4.1730e-02 2.0931e-02 1.0482e-02 5.2450e-03 2.4856e-03

Table 4: Comparison of maximum absolute errors and order of convergence for Example 2 at number of mesh points N .

N ⟶ 64 128 256 512 1024

Present method

EN 2.0929e-02 1.0400e-02 4.7763e-03 1.9081e-03 7.6337e-04

RN 1.0089 1.1226 1.3238 1.3217

Method in [9]

EN 9.6698e−01 5.8056e−01 3.2795e−01 1.7313e−01 8.1501e−02

RN 0.73604 0.82399 0.92161 1.08700
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Further, we will tabulate the errors

EN = max
0<ε≤1

EN
ε : ð71Þ

The numerical rates of convergence are computed using
the formula

rNε ≔ log log EN
ε /E2N

εð Þ
2 , ð72Þ

and the numerical rate of “ε-uniform convergence” is com-
puted using

RN = log EN /E2Nð Þ
2 : ð73Þ

Example 1.

εy″ xð Þ + y′ xð Þ = f xð Þ, x ∈Ω− ∪Ω+,
y 0ð Þ − εy′ 0ð Þ = 1, y 1ð Þ + y′ 1ð Þ = −1,

(
ð74Þ

where

f xð Þ =
0:7, for 0 ≤ x ≤ 0:5,
−0:6, for 0:5 < x ≤ 1:

(
ð75Þ

Example 2.
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Figure 1: Numerical behavior of Example 1 without and with fitted operator using nonpolynomial cubic spline method at N = 128 and
ε = 2−10.
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Figure 2: Numerical behavior of Example 2 without and with fitted operator using nonpolynomial cubic spline method at N = 128 and
ε = 2−10.
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εy″ xð Þ + 1
1 + x

y′ xð Þ = f xð Þ, x ∈Ω− ∪Ω+,

y 0ð Þ − εy′ 0ð Þ = 1, y 1ð Þ + y′ 1ð Þ = 1,

8<
: ð76Þ

where

f xð Þ =
1 + x, for 0 ≤ x ≤ 0:5,
4:0, for 0:5 < x ≤ 1:

(
ð77Þ

7. Discussion and Conclusion

This study introduces uniformly convergent nonpolynomial
cubic spline method based on exponential fitted operator for
solving singularly perturbed second-order ODEs of Robin-
type BVPs with discontinuous source term. Due to disconti-
nuity in the source term, there is an interior layer occurring.
To fit the interior and boundary layer, a suitable fitted oper-
ator finite difference method on uniform mesh is con-
structed. The behavior of the continuous solution of the
problem is studied and shown that it satisfies the continuous
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Figure 3: Point-wise absolute error of Example 1 and Example 2 with fitted operator using nonpolynomial cubic spline method,
respectively, for N = 128 and ε = 2−10.
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Figure 4: ε-uniform convergence with log-log scale for Example 1 and Example 2, respectively.
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stability estimate and the derivatives of the solution are also
bounded. The numerical scheme is developed on uniform
mesh. The Robin-type BVPs are treated using numerical
finite difference techniques, and the results are compared
accordingly. The stability of the developed scheme is estab-
lished, and its uniform convergence is proved. Unlike other
fitted operator finite difference methods constructed in stan-
dard ways, the method that we presented in this paper is
fairly simple to construct.
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