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Abstract

This paper presents a new technique for solving linear Volterra integro-differential equations with boundary conditions. The method is based on the blending of the Chebyshev spectral methods. The application of the proposed method leads the Volterra integro-differential equation to a system of algebraic equations that are easy to solve. Some examples are introduced and the obtained results are compared with exact solution as well as the methods that reported in the literature to illustrate the effectiveness and accuracy of the method. The results demonstrate that there is congruence between the numerical and the exact results to a high order of accuracy. Tables were generated to verify the accuracy convergence of the method and error. Figures are presented to show the excellent agreement between the results of this study and the results from literature.

1. Introduction

Many Mathematical models of physical phenomena usually result in linear or nonlinear Volterra integral and integro-differential equations. These equations play a crucial role in many fields of sciences such as economics, chemistry, finance, biology, and engineering. In engineering, physics, and mathematics areas, solving a problem means solving a set of differential equations and integral or integro-differential equations. In general, finding analytic solutions of Volterra integro-differential equations is usually difficult so it is required to obtain an approximate solution. Therefore, they have been of great interest by several researchers and scientists of Volterra integro-differential equations. Several studies have been carried out and developed in the literature to find analytical or numerical solutions for Volterra integro-differential equations. Loh and Phang [1] used Genocchi polynomials to solve numerically a system of Volterra integro-differential equations which is done by approximating functions using Genocchi polynomials and derivatives using Genocchi polynomials operational matrix of integer-order derivative. Loh et. al [2] obtained the approximate solution for a new class of time-fractional partial integro-differential equation of the Caputo-Volterra type. Mirzaee et. al [3] used the moving least squares and spectral collocation method to estimate the solution of nonlinear stochastic Volterra integro-differential equations. A class of block boundary value methods has been constructed by Zhou and Stynes [4] for the solution of linear neutral Volterra integro-differential equations with weakly singular kernels. Adegummi et al. [5] presented new efficient numerical methods for solving Volterra integro-differential equations and a system of nonlinear delay integro-differential equations which arises in biology. In [6], the author discussed variational iteration method for the solutions of different linear and nonlinear Volterra integral equations. For some more recent and interesting results, we refer to [7–12] and the references cited therein.

Recently, Lotfi and Alipanah [13] presented a spectral element method to solve linear Volterra integro-differential
equations; Alrabahia et al. [14] used Laplace Adomian decomposition method to find the semianalytic solutions of nonlinear Volterra fractional integro-differential equations; a numerical method was obtained to find a solution for a singularly perturbed Volterra integro-differential equation by Nana et al. [15].

The main contribution of this work is to introduce an efficient numerical technique for solving the linear Volterra integro-differential equations together with boundary conditions. The technique is based on the Chebyshev spectral collocation method. The Chebyshev spectral collocation methods have been applied successfully in different fields of sciences and engineering because of their ability to give high accuracy of boundary value problems (see [16–20]). The application of the current method leads the Volterra integro-differential equation to a system of algebraic equations that are easy to solve when compared to a system of Volterra integro-differential equation. The main benefit of this method is that we used our proposed technique without any assumptions on large or small parameters. The investigation is mainly targeted to device this consistent method to integro-differential equations with boundary conditions. The main advantages of this approach over the standard same approaches are (i) the technique suggests a standard way of choosing the linear operator of the integro-differential equation whereas the other methods are choosing a linear operator to be simple in order to ensure that the integro-differential equation can be easily solved, and (ii) this algorithm transforms the integro-differential equation into a system of linear algebraic equations that is easier and faster to solve when compared to a system of integral equations.

This paper is organized as follows: in Section 2, we introduce a description of the proposed method. In Section 3, the method is implemented using some examples with known analytical solution. The results are discussed and investigated in Section 4. Finally, the conclusions are given in Section 5.

2. Description of the New Technique

Consider the following linear second order Volterra integro-differential equation of the second kind given by

\[ P_2(x) \frac{d^2 u}{dx^2} + P_1(x) \frac{du}{dx} + P_0(x) u + \int_0^t K(x, t) u(t) dt = f(x), \quad 0 \leq x \leq t \leq b, \]

(1)

under the boundary conditions

\[ u(0) = a, \quad u(b) = \beta, \]

(2)

where \( u(x) \) is an unknown function to be determined; \( P_0(x), P_1(x), P_2(x), K(x, t), \) and \( f(x) \) are known real valued functions defined on \( 0 \leq x \leq t \leq b \).

To illustrate the idea of the new algorithm, we assume that the kernel \( K(x, t) \) of Equation (1) can be separated into a product of two functions, namely, \( w(x) \) and \( v(t) \); consequently, Equation (1) can be obtained as follows:

\[ P_2(x) w''(x) + P_1(x) w'(x) + P_0(x) w + w(0) \int_0^t v(x) u(t) dt = f(x). \]

(3)

Now, the integral term of Volterra integro-differential equation above is expressed as

\[ \int_0^x v(t) u(t) dt = \Phi(x). \]

(4)

One approach is to note that the integral equation (4) is an initial value problem expressed as

\[ \Phi'(x) = v(x) u(x), \text{ with } \Phi(0) = 0. \]

(5)

This differential equation is easy to solve using any method; here, we used the Chebyshev spectral collocation method; the functions \( \Phi(x), v(x) \) and \( u(x) \) are approximated as a truncated series of Chebyshev polynomials given by the form [21–23].

\[ \Phi(x) = \Phi(x_j) = \sum_k N_k T_k(x_j), \]
\[ u(x) = u(x_j) = \sum_k N_k T_k(x_j), \]
\[ v(x) = v(x_j) = \sum_k N_k T_k(x_j), \]

(6)

where \( T_k \) is the \( k \)-th Chebyshev polynomial and \( \Phi, u, \) and \( v \) are the Chebyshev coefficients, and \( x_j, j = 0, 1, 2, \cdots N \) are the Gauss-Lobatto collocation points (see [21]) defined by

\[ x_j = \frac{1}{2} x_N \left( 1 - \cos \frac{jn}{N} \right), \ j = 0, 1, 2, \cdots, N, \]

(7)

where \( N + 1 \) is the number of collocation points. The derivatives at the collocation points are represented as

\[ \frac{d^r(\cdot)}{dx^r} = \sum_{k=0}^N \mathcal{D}_k(\cdot) = \mathcal{D}^r (\cdot), \]

(8)

where \( r \) is the order of differentiation and \( \mathcal{D} \) is the Chebyshev spectral differentiation matrix whose entries (see [22]) are given by
\[ \mathcal{D}_{00} = \frac{2N^2 + 1}{6}, \]
\[ \mathcal{D}_{jk} = \frac{c_j (-1)^{j+k}}{k! x_j - x_k}, \quad j \neq k, j, k = 0, 1, 2, \ldots, N, \]
\[ \mathcal{D}_{kk} = \frac{x_k}{1 - x_k^2}, \quad k = 1, 2, \ldots, N - 1, \]
\[ \mathcal{D}_{NN} = -\frac{2N^2 + 1}{6}. \]

\[ \{ \Phi \} \]

Here, \( c_0 = c_N = 2 \) and \( c_j = 1 \) with \( 1 \leq j \leq N \).

Substituting the above assumptions in Equation (5) yields a system of algebraic equations expressed as the following matrix equation

\[ \begin{bmatrix} \mathcal{D}_{00} & \cdots & \mathcal{D}_{0,N} \\ \mathcal{D}_{1,0} & \cdots & \mathcal{D}_{1,N} \\ \vdots & \vdots & \vdots \\ \mathcal{D}_{N,0} & \cdots & \mathcal{D}_{N,N} \end{bmatrix} \begin{bmatrix} \Phi_0 \\ \Phi_1 \\ \vdots \\ \Phi_N \end{bmatrix} = \begin{bmatrix} \nu_0 \\ \nu_1 \\ \vdots \\ \nu_N \end{bmatrix}, \]
\[ \Phi_i = \dot{\Phi}(x_i), u_i = u(x_i), \text{ and } v_j = v(x_i). \]

The solution of this system for \( \Phi(x_i) \) is obtained by

\[ \begin{bmatrix} \Phi_0 \\ \Phi_1 \\ \vdots \\ \Phi_N \end{bmatrix} = \begin{bmatrix} 1 & 0 & 0 & \cdots & 0 \\ \mathcal{D}_{1,0} & \mathcal{D}_{1,1} & \vdots & \vdots & \vdots \\ \vdots & \vdots & \vdots & \vdots & \vdots \\ \mathcal{D}_{N,0} & \mathcal{D}_{N,1} & \cdots & \mathcal{D}_{N,N} \end{bmatrix}^{-1} \begin{bmatrix} \nu_0 \\ \nu_1 \\ \vdots \\ \nu_N \end{bmatrix} - \begin{bmatrix} u_0 v_0 \\ u_1 v_0 \\ \vdots \\ u_N v_0 \end{bmatrix}, \]
\[ \text{ where we observe that the first row of Chebyshev differential matrix } \mathcal{D} \text{ in equation above is replaced by the row } [1, 0, 0, \cdots], \text{ and we add the vector } -[u_0 v_0, u_0 v_0, \cdots, v_0]^T, \text{ this is caused by imposing the condition } \phi(0) = 0 \text{ into Equation (10). According to the integral Equation (4) and Equation (11), we introduce the following integral operator } \mathcal{L}(t) \text{ defined as } \]

\[ \mathcal{L}[u] = u_0 v_0 + \int_0^\infty v(t)u(t)dt, \]

\[ \text{ where } u = [u_0 u_1 \cdots u_N]^T, v = [v_0 v_1 \cdots v_N]^T \text{ and } \]

\[ L = \begin{bmatrix} 1 & 0 & \cdots & 0 \\ \mathcal{D}_{1,0} & \cdots & \mathcal{D}_{1,N} \\ \vdots & \vdots & \vdots \\ \mathcal{D}_{N,0} & \cdots & \mathcal{D}_{N,N} \end{bmatrix}^{-1}. \]

\[ \text{ The operator } L \text{ is square matrix of size } (N + 1) \times (N + 1). \]

2.1. The Linearity of the Operator \( \mathcal{L} \). It is clear that the above operator is a linear operator because

\[ \int_0^\infty [v_1(t)\psi_1(x)u_1(t) + v_2(t)\psi_2(x)u_2(t) + \cdots + v_n(t)\psi_n(x)u_n(t)]dt 
\]

\[ = \int_0^\infty v_1(t)\psi_1(x)u_1(t)dt + \int_0^\infty v_2(t)\psi_2(x)u_2(t)dt + \cdots + \int_0^\infty v_n(t)\psi_n(x)u_n(t)dt, \]

\[ = [\psi_1(x)\mathcal{L}u_1 + \psi_2(x)\mathcal{L}u_2 + \cdots + \psi_n(x)\mathcal{L}u_n]v_0, \]

\[ - \psi_1(x)v_1(0)u_1(0) - \psi_2(x)v_2(0)u_2(0) - \cdots - \psi_n(x)v_n(0)u_n(0). \]

Therefore, the integral operator \( \mathcal{L} \) is a linear operator.

2.2. Existence and Uniqueness of the Operator \( \mathcal{L} \). In this subsection, we show that the operator \( \mathcal{L} \) exists and is unique.

Theorem 1.

(i) Any square matrix \( A \) is invertible (nonsingular) if and only if \( \det(A) \neq 0 \).

(ii) If \( A \) is an invertible matrix, then its inverse is exist and unique.

Proof. See Larson and David [24].

According to the theorem above, the existence and uniqueness of the linear operator \( \mathcal{L} \) depends on the existence and uniqueness of inverse matrix

\[ \begin{bmatrix} 1 & 0 & \cdots & 0 \\ \mathcal{D}_{1,0} & \cdots & \mathcal{D}_{1,N} \\ \vdots & \vdots & \vdots \\ \mathcal{D}_{N,0} & \cdots & \mathcal{D}_{N,N} \end{bmatrix}. \]

The determinants of matrix above have been computed on the domain \([0, \pi/2]\) for \( N = 10, 11, \cdots, 100 \). In Figure 1, we plotted the determinants for different values of \( b \) varied \( N \). We observe that from the figure, all the computed determinants are not equal to zero, and it is noticed that all the determinants are greater than or equal to 1, i.e., the inverse of the operator \( \mathcal{L} \) exists and is unique.

Now, replace the derivative operator \( d^d/dx^d \) of the integro-differential Equation (1) by the Chebyshev spectral differentiation matrix \( \mathcal{D}^d \) defined in (9) and also replace the integral term of the integro-differential Equation (1) by the operator \( \mathcal{L} \), which gives
The boundary conditions \( u(0) = u(x_0) = \alpha \) and \( u(b) = u(x_N) = \beta \) are implemented into the system (17) by modifying the first and last rows of matrices \( A \) and \( F \) in such a way that the system of linear Equation (17) takes the form

\[
\begin{bmatrix}
1 & 0 & 0 & 0 \\
A_{1,1} & A_{1,2} & A_{1,N-1} & A_{1,N} \\
\vdots & \vdots & \vdots & \vdots \\
A_{N,1} & A_{N,2} & A_{N,N-1} & A_{N,N} \\
0 & 0 & 0 & 1 \\
\end{bmatrix}
\begin{bmatrix}
u(x_0) \\
u(x_1) \\
\vdots \\
u(x_{N-1}) \\
u(x_N) \\
\end{bmatrix} =
\begin{bmatrix}
\alpha \\
F(x_1) \\
\vdots \\
F(x_{N-1}) \\
\beta \\
\end{bmatrix}
\]

(19)

After modifying the matrix system (17) to incorporate boundary conditions, the final approximate solution of the linear second order Volterra integro-differential Equation (1) is obtained as

\[
u = \tilde{A}^{-1}\tilde{F},
\]

(20)

where \( \tilde{A} \) and \( \tilde{F} \) are the modified matrices of \( A \) and \( F \), respectively.

The general idea underpinning the use of the proposed method is to convert the linear Volterra integro-differential equation by a system of linear algebraic equations that replace the derivative and integral parts in the integral equation by the differential matrix and the introduced integral operator, respectively. The obtained linear algebraic equations can easily be solved with the help of symbolic computation software such as Maple, Mathematica, MATLAB, and other symbolic computer packages.

3. Numerical Examples

In this section, some numerical examples are carried out to illustrate the effectiveness and accuracy of the proposed method. In addition, the numerical results are compared with exact solution, and all of them were performed on the
Table 1: Maximum absolute errors of Example 1 for different values of $x$ and $N$.  

<table>
<thead>
<tr>
<th>$x$</th>
<th>$N = 5$</th>
<th>$N = 15$</th>
<th>$N = 40$</th>
<th>$N = 60$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>$6.823e-007$</td>
<td>$1.055e-014$</td>
<td>$1.776e-014$</td>
<td>$-1.144e-014$</td>
</tr>
<tr>
<td>0.2</td>
<td>$1.660e-006$</td>
<td>$1.232e-014$</td>
<td>$5.884e-015$</td>
<td>$-5.573e-014$</td>
</tr>
<tr>
<td>0.3</td>
<td>$1.033e-006$</td>
<td>$6.328e-015$</td>
<td>$-2.143e-014$</td>
<td>$-4.929e-014$</td>
</tr>
<tr>
<td>0.4</td>
<td>$3.076e-007$</td>
<td>$1.565e-014$</td>
<td>$6.384e-014$</td>
<td>$-2.319e-013$</td>
</tr>
<tr>
<td>0.5</td>
<td>$9.545e-007$</td>
<td>$5.511e-015$</td>
<td>$6.706e-014$</td>
<td>$-5.529e-014$</td>
</tr>
<tr>
<td>0.6</td>
<td>$3.111e-007$</td>
<td>$4.441e-015$</td>
<td>$-2.620e-014$</td>
<td>$-8.005e-014$</td>
</tr>
<tr>
<td>0.7</td>
<td>$1.001e-006$</td>
<td>$3.997e-015$</td>
<td>$4.885e-015$</td>
<td>$-1.331e-013$</td>
</tr>
<tr>
<td>0.8</td>
<td>$1.610e-006$</td>
<td>$4.774e-015$</td>
<td>$2.098e-014$</td>
<td>$-7.117e-014$</td>
</tr>
<tr>
<td>0.9</td>
<td>$6.875e-007$</td>
<td>$1.443e-015$</td>
<td>$-1.665e-015$</td>
<td>$-6.284e-014$</td>
</tr>
</tbody>
</table>

Applying the proposed algorithm on Equation (21) and according to the assumptions (8) and (12), one can write the integro-differential Equation (21) in a system of linear equations:

$$Au = F,$$  \hfill (23)

where $A = \mathcal{D}^2 + I + \text{diag} [x]L[\tan x]^T$, $F = [x(1 - \cos x)]^T$, and $I$ is an identity matrix.

To implement the boundary conditions to the systems (23), we replace all the entries of the first and last rows of the matrix $A$ by zeros and then set $A_{00} = A_{NN} = 1$, $F_0 = 1$, and $F_N = \cos 1$. After modifying the matrix system (23) to incorporate the boundary conditions, the solution is obtained as

$$u = \bar{A}^{-1} F,$$  \hfill (24)

Example 1. Consider the following linear second-order Volterra integro-differential Equation [25]

$$u''(x) + u(x) + \int_0^x x \tan (t) u(t) dt = x(1 - \cos x),$$  \hfill (21)

with the boundary conditions $u(0) = 1$ and $u(1) = \cos 1$. The exact solution is $u(x) = \cos x$. The technique of the solution starts by rewriting the integral term in the above equation as

$$\int_0^x x \tan (t) u(t) dt = \int_0^x \tan (x) u(x) dx.$$  \hfill (22)

Applying the proposed algorithm on Equation (21) and according to the assumptions (8) and (12), one can write the integro-differential Equation (21) in a system of linear equations:

$$Au = F,$$  \hfill (23)

where $A = \mathcal{D}^2 + I + \text{diag} [x]L[\tan x]^T$, $F = [x(1 - \cos x)]^T$, and $I$ is an identity matrix.

To implement the boundary conditions to the systems (23), we replace all the entries of the first and last rows of the matrix $A$ by zeros and then set $A_{00} = A_{NN} = 1$, $F_0 = 1$, and $F_N = \cos 1$. After modifying the matrix system (23) to incorporate the boundary conditions, the solution is obtained as

$$u = \bar{A}^{-1} F,$$  \hfill (24)
The exact solution is \( u \sim x \) where

\[
\begin{align*}
\pi & \quad 1.577e - 005 & 1.044e - 014 & 1.454e - 014 & 4.752e - 014 \\
\pi / 10 & \quad 1.699e - 005 & 1.188e - 014 & 1.282e - 013 & 4.170e - 013 \\
\pi / 9 & \quad 1.827e - 005 & 1.099e - 014 & 5.718e - 014 & 4.008e - 014 \\
\pi / 8 & \quad 1.959e - 005 & 7.383e - 015 & 3.453e - 014 & 4.780e - 014 \\
\pi / 6 & \quad 2.100e - 005 & 2.442e - 015 & 5.262e - 014 & 4.113e - 014 \\
\pi / 5 & \quad 2.267e - 005 & 1.443e - 015 & 4.841e - 014 & 6.620e - 014 \\
\pi / 4 & \quad 2.456e - 005 & 1.943e - 015 & 5.501e - 014 & 1.778e - 014 \\
\pi / 3 & \quad 2.239e - 005 & 5.440e - 015 & 3.786e - 014 & 1.398e - 013 \\
\pi & \quad 0 & 0 & 0 & 0 \\
\end{align*}
\]

CPU Time (sec) 0.0511 0.0726 0.0953 0.1394

<table>
<thead>
<tr>
<th>( x )</th>
<th>( N = 5 )</th>
<th>( N = 15 )</th>
<th>( N = 40 )</th>
<th>( N = 60 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 0 )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \pi / 10 )</td>
<td>1.577e - 005</td>
<td>1.044e - 014</td>
<td>1.454e - 014</td>
<td>4.752e - 014</td>
</tr>
<tr>
<td>( \pi / 9 )</td>
<td>1.699e - 005</td>
<td>1.188e - 014</td>
<td>1.282e - 013</td>
<td>4.170e - 013</td>
</tr>
<tr>
<td>( \pi / 8 )</td>
<td>1.827e - 005</td>
<td>1.099e - 014</td>
<td>5.718e - 014</td>
<td>4.008e - 014</td>
</tr>
<tr>
<td>( \pi / 6 )</td>
<td>1.959e - 005</td>
<td>7.383e - 015</td>
<td>3.453e - 014</td>
<td>4.780e - 014</td>
</tr>
<tr>
<td>( \pi / 5 )</td>
<td>2.100e - 005</td>
<td>2.442e - 015</td>
<td>5.262e - 014</td>
<td>4.113e - 014</td>
</tr>
<tr>
<td>( \pi / 4 )</td>
<td>2.267e - 005</td>
<td>1.443e - 015</td>
<td>4.841e - 014</td>
<td>6.620e - 014</td>
</tr>
<tr>
<td>( \pi / 3 )</td>
<td>2.456e - 005</td>
<td>1.943e - 015</td>
<td>5.501e - 014</td>
<td>1.778e - 014</td>
</tr>
<tr>
<td>( \pi )</td>
<td>2.239e - 005</td>
<td>5.440e - 015</td>
<td>3.786e - 014</td>
<td>1.398e - 013</td>
</tr>
</tbody>
</table>

The integral term of integro-differential Equation (25) can be expressed as

\[
\int_0^x e^{-t} \sin (x) u'(t) dt = \sin (x) \int_0^x e^{-x} u'(x) dx. \tag{26}
\]

According to the assumptions (8) and (12), we can apply the proposed algorithm on the integro-differential Equation (25); the equation is transformed into the following system of linear equations

\[
Au = F, \tag{27}
\]

where \( A = D^2 + I - \text{diag} \left[ \sin (x) \right] L_{e^x} \) and \( F = \left[ 1/2 e^x \sin (2x) \right] L_{e^x} \). After modifying the matrix system (27) to incorporate the boundary conditions of the integro-differential Equation (25), the solution is obtained as

\[
u = \tilde{A}^{-1} \tilde{F}, \tag{28}
\]

where \( \tilde{A} \) and \( \tilde{F} \) are the modified matrices of \( A \) and \( F \), respectively.

**Example 2.** Consider the following Volterra integro-differential equation [26]:

\[
u^{(1)}(x) + u(x) - \int_0^x e^{-t} \sin (x) u'(t) dt = \frac{1}{2} e^{-x} \sin (2x) - \sin (x), \quad 0 \leq x \leq \pi / 2, \tag{25}
\]

subject to the boundary conditions \( u(0) = -1, u(\pi/2) = 1. \) The exact solution is \( u(x) = \sin (x) - \cos (x) \).

**Example 3.** Consider the linear Volterra integro-differential equation given by [26, 27]

\[
u^{(1)}(x) + u(x) - \int_0^x x (1 + 2x) e^{(x-t)} u(t) dt = 1 + 2x, \tag{29}
\]

with the initial conditions \( u(0) = 1 \) and the exact solution \( u(x) = e^{x} \).
di

system (31) to obtain the

Example 3.

practical matrix method [27], and present results varied \( x \) of

equation

Table

\[
\begin{array}{cccc}
 x & \text{Tau method} & \text{Practical matrix method} & \text{Present method} \\
\hline
0 & 5.722e - 012 & 3.785e - 012 & 1.998e - 015 \\
0.2 & 2.385e - 008 & 3.123e - 012 & 2.220e - 016 \\
0.6 & 3.186e - 006 & 7.364e - 011 & 0 \\
0.8 & 1.049e - 004 & 1.835e - 008 & 2.887e - 015 \\
1.0 & 1.615e - 003 & 1.214e - 006 & 0 \\
\end{array}
\]

According to the assumptions (8) and (12), one can express the integral term of integro-differential Equation (29) as

\[
\int_0^x x(1 + 2x)e^{(s-t)u(t)}dt = x(1 + 2x)\sum_{i=0}^m \left( \frac{x^i}{i!} \right) \int_0^x x^i e^{-x^2} u(x)dx.
\]

(30)

Applying the proposed algorithm on the integro-differential Equation (29), the equation is transformed into the following system of linear equations

\[
Au = F,
\]

(31)

where \( A = \mathcal{D} + I - \text{diag} [x(1 + 2x)] \sum_{i=0}^m \left( \frac{x^i}{i!} \right) L_i [x^{i+1}] \) and \( F = [1 + x - 2x^2] \mathcal{T} \).

Now, incorporate the initial condition \( u(0) = 1 \) into the system (31) to obtain the final solution of integro-differential Equation (25) as

\[
u = \tilde{A}^{-1} \tilde{F},
\]

(32)

where \( \tilde{A} \) and \( \tilde{F} \) are the the modified matrices of \( A \) and \( F \), respectively, after imposing the initial condition.

Example 4. Consider the following system of linear Volterra integral equations

\[
\begin{align*}
u'(x) - \nu(x) + \sin x u(x) + v(x) \\
+ \int_0^x 4(\cos x + \cos t)u(t) + v(t)dt = f_1(x), \\
\end{align*}
\]

(33)

\[
\begin{align*}
u''(x) - 2\sin x u(x) + \cos x v(x) \\
+ \int_0^x (4\sin t)u(t) - 2\cos x v(t)dt = f_2(x), \\
\end{align*}
\]

(34)

subject to the boundary conditions

\[
u(0) = 0, \nu'(0) = 1, \text{ and } u(\pi) = 0, v(\pi) = -1, x \in [0, \pi],
\]

(35)

where

\[
f_1(x) = \frac{1}{2} \sin x(7 - \sin x) + 3\cos x(\cos x - 1).
\]

(36)

\[
f_2(x) = 1 - x + 2\cos x(\cos x - 2) - 2\sin x.
\]

The exact solutions are \( u(x) = -1/2\sin x \) and \( v(x) = \sin x + \cos x \).

Applying the proposed algorithm, one can express the integral parts of integro-differential Equations (33) and (34) as

Figure 3: Absolute errors of \( u(x) \) varied \( N \) for Example 2.
Applying the proposed algorithm on the system of integro-differential Equations (33) and (34), the equation is transformed into the following system of linear equations

\[
AU = F,
\]

where \( A \) is a \((2N + 2) \times (2N + 2)\) square matrix while \( F \) and \( U \) are \((2N + 2) \times 1\) column vectors defined by

\[
A = \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix}, \quad U = \begin{bmatrix} u \\ v \end{bmatrix}, \quad F = \begin{bmatrix} f_1 \\ f_2 \end{bmatrix},
\]

where

\[
u = [v(x_0), v(x_1), \ldots, v(x_{N-1}), v(x_N)]^T, \\
u = [v(x_0), v(x_1), \ldots, v(x_{N-1}), v(x_N)]^T, \\
A_{11} = -2 + \frac{4}{L[1]} + 4L[\cos(x)], \\
A_{12} = -2 \frac{\sin(x)}{L[1]}, \\
A_{21} = -2 \frac{\sin(x)}{L[1]}, \\
A_{22} = \frac{2}{L[1]} + \frac{4}{L[1]} \cos(x) - 2 \frac{\sin(x)}{L[1]}.
\]

In the above definitions, \([1]\) is a column vector whose interies are \(1\)'s. The boundary conditions (35) are imposed on Equation (38) by modifying the first and last rows of \(A_{mn}(m, n = 1, 2)\) and \(f_1, f_2\) in such a way that the modified matrices \(A\) and \(F\) take the form

\[
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\begin{bmatrix}
\begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix} \begin{bmatrix} u \\ v \end{bmatrix} = \begin{bmatrix} f_1 \\ f_2 \end{bmatrix},
\end{bmatrix}
\]

After modifying the matrix system (38) to incorporate boundary conditions, the solution is obtained as

\[
U = \tilde{A}^{-1} \tilde{F},
\]

where \(\tilde{A}\) and \(\tilde{F}\) are the the modified matrices of \(A\) and \(F\), respectively.

4. Results and Discussion

In this section, we give the results obtained by applying the proposed algorithm on various linear Volterra integro-differential equations. Implementation of the numerical schemes was performed using personal computer of 2.5 GHz CPU speed including Matlab2017 package to perform the simulation results. The accuracy of the method is demonstrated by presenting infinity error between exact and approximate solutions computed as

\[
\text{Error} = |u_E(x) - u_N(x)|,
\]

where \(u_E(x)\) and \(u_N(x)\) are the exact and numerical solutions, respectively. To check the validity and accuracy of the current algorithm, we made comparisons between the obtained results with the exact solutions and also with those other methods reported in the literature. The results of our solutions for all introduced examples in this report are showed and discussed in tables and graphs.

Table 1 shows absolute errors of Example 1 for \(N = 5, 15, 40\), and 60 at selected values of \(x\) between 0 and 1. Also, the time taken for the computation has been presented at the bottom of the table. The absolute errors for various values of number of grid points \(N\) are shown in Figure 2. From Table 1 and Figure 2, clearly that the maximum absolute errors are generally very small and results obtained by the current algorithm are almost the same as the results of the exact solution, it is also noted that when increasing the number of grid points \(N\) does not result in a significant improvement in the accuracy of the current approximation. It is clear that from Table 1, the present algorithm is computationally fast as accurate results are generated in a fraction of a second as it is shown in bottom of the table.

In Table 2, the exact errors of Example 2 have been calculated for various \(x\) in \([0, \pi/2]\) to measure the extent of agreement between the exact and approximate solution. We also presented the time taken for the computation at the end of the table. From the table, it can be seen that the current algorithm provides us with the accurate approximate solution of Example 2. We remark that increasing the
number of nodes (i.e., increasing $N$) does not result in a significant improvement in the accuracy of the approximation. We also compare the relative error estimates with those obtained using the homotopy analysis method (HAM) reported by El-Ajou et al. [28] for $x$ in $[0.1,1]$ in Table 3. Full convergence up to 7 decimal places accurate results reported by HAM is achieved for $x \geq 0.8$, and an increase in the values of $x$ results in an increase in the maximum error form, while high convergence is achieved to 15 decimal places accurate results for the present method for all values of $x$; also, increasing in nodes ($N$) leads to decrease in the accuracy of HAM for Example 2 while in increasing $N$ does not result in a significant improvement in the accuracy using the current approximation. One can note that the present method gives

### Table 5: Maximum absolute errors of Example 3 for different values of $x$ and $N$.  

<table>
<thead>
<tr>
<th>$x$</th>
<th>$N = 5$</th>
<th>$N = 10$</th>
<th>$N = 15$</th>
<th>$N = 20$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>$2.734e-003$</td>
<td>$1.492e-009$</td>
<td>$1.014e-012$</td>
<td>$1.998e-015$</td>
</tr>
<tr>
<td>0.2</td>
<td>$1.252e-003$</td>
<td>$8.575e-008$</td>
<td>$3.511e-013$</td>
<td>$1.998e-015$</td>
</tr>
<tr>
<td>0.3</td>
<td>$5.545e-005$</td>
<td>$1.460e-008$</td>
<td>$3.710e-013$</td>
<td>$4.663e-015$</td>
</tr>
<tr>
<td>0.4</td>
<td>$3.250e-005$</td>
<td>$1.924e-008$</td>
<td>$4.376e-013$</td>
<td>$2.665e-015$</td>
</tr>
<tr>
<td>0.5</td>
<td>$9.964e-004$</td>
<td>$6.703e-008$</td>
<td>$3.826e-013$</td>
<td>$2.887e-015$</td>
</tr>
<tr>
<td>0.6</td>
<td>$1.799e-003$</td>
<td>$2.264e-008$</td>
<td>$3.264e-013$</td>
<td>$3.553e-015$</td>
</tr>
<tr>
<td>0.7</td>
<td>$1.802e-003$</td>
<td>$2.075e-008$</td>
<td>$4.197e-013$</td>
<td>$4.885e-015$</td>
</tr>
<tr>
<td>0.8</td>
<td>$1.239e-003$</td>
<td>$5.380e-008$</td>
<td>$4.334e-013$</td>
<td>$5.107e-015$</td>
</tr>
<tr>
<td>0.9</td>
<td>$1.019e-003$</td>
<td>$3.501e-008$</td>
<td>$3.877e-013$</td>
<td>$6.217e-015$</td>
</tr>
<tr>
<td>1.0</td>
<td>$1.507e-003$</td>
<td>$5.156e-008$</td>
<td>$5.485e-013$</td>
<td>$0.001e-015$</td>
</tr>
</tbody>
</table>

CPU Time (sec): 0.1100 0.1651 0.2346 0.3054
much better numerical results compared to HAM. Figure 3 shows the errors between the exact and numerical solutions for Example 2 varied $N$. Very small errors are achieved ($10^{-14} < \text{Error} < 10^{-13}$) for the values $N \geq 15$, i.e., that accuracy does not improve when for large values of $N$.

In Table 4, the absolute error is obtained for Example 3 using current method, Tau method investigated by Hosseini and Shahmorad [26], and practical matrix method obtained by Yüzbaşı et al. [27]. It is seen from the table that the results obtained by the present method is better than those obtained by Tau and practical matrix methods; also, it is noticed from Table 4 that when $x$ increased, the error is increased for Tau and practical matrix methods while in the present method the error is approximately fixed for all values of $x$ in the domain. Figure 4 showed the error of the numerical results against the nodes $N$ of Example 3. It can be seen from this graph that when the number of nodes ($N$) increase, the error becomes smaller, and then, no effect when $N \geq 15$. In Table 5, we give the maximum errors between the exact and present results of Example 3; the results were computed in the domain $0.1 \leq x \leq 1$. To give a sense of the computational efficiency of the method, the computational time to generate the results is also given. The accuracy is seen to improve with an increase in the number of collocation points $N$. It is observed that accurate results with errors of order up to $10^{-15}$ are obtained using very few collocation points. We remark, also, that this algorithm is computationally fast as accurate results are generated in a fraction of a second.

Table 6 and Figure 5 are showed the maximum absolute errors of the approximate solutions for Example 4 at selected values of $x$ and $N$. The maximum absolute errors are very small for $u(x)$ and $v(x)$ and further decrease with an increase in the values of $N$ up to $N = 18$, and then, increasing $N$ does not result in a significant improvement in the accuracy of the approximate solution. We also observed that the current algorithm is computationally fast as accurate results are generated in a fraction of a second even for large values on $N$. Figure 5 shows a comparison between the exact and approximate solutions for Example 4 of $u(x)$ and $v(x)$. We observe that there is good agreement between the two sets of results, proving the efficiency of the proposed approach.

In Figure 6, the maximum absolute errors for Example 4 is presented. The figures display a variation of the errors at a various values of $N$. It can be seen that, in the problem considered, the algorithm needs small values of $N$ to achieve good accuracy and to converge fully between the exact and approximate results. Also, we notice that there is no significant improvement in the accuracy when the number of nodes ($N$) is increasing.

A comparison between numerical results with the exact solution for Example 4 is shown in Figure 5. We can see that
the two graphs overlap indicating the very good accuracy of the method. In Figure 6, convergence analysis graphs for Example 4 are presented. The figures present a variation of the error at various values of collocation points \( N \). It can be seen that, in almost all, the iteration scheme starts at \( N = 16 \) to converge fully. It is remarkable to note...
accurate results with errors of order up to $10^{-10}$. It is worth remarking that the accuracy of the method is not dependent on the number of collocation points.

All the above observations are clear indication that this algorithm is a powerful method that is appropriate in solving linear Volterra integro-differential equations.

5. Conclusion

In this study, we have proposed a simple and easy algorithm for solving linear Volterra integro-differential equations with boundary conditions. This technique has been constructed by introducing a new integral operator together with Chebyshev pseudospectral method. The method allows us to choose the integral operators in the integro-differential equations in terms of the Chebyshev spectral differentiation matrix. The numerical solutions have been shown in tables and graphs and compared with the exact solutions and other methods in the literature. The accuracy of the obtained result is a point of interest; moreover, if we increase the number of nodes approximation, the numerical solution get closer to the exact solutions. The fast convergence and accuracy of the proposed algorithm are valid reasons for researcher to use this method for different problems of Volterra integro-differential equations arising in various areas of science.

The main conclusions emerging from this study may be summarized as follows:
(1) The proposed method is highly accurate and efficient, converges rapidly, very easy to understand, and is sufficient to give good agreement with the exact solution.

(2) The suggested technique does not depend on the number of collocation points, and it requires a few numbers of collocation points to achieve high accuracy of results.

(3) No any iteration is required to achieve the currency while other methods required more iterations.

(4) The method is more flexible than other numerical methods in the literature such as HAM, Tau method, and practical matrix method.

Finally, for the future study, we suggest that how is the nonseparable kernel dealt with and also how to apply this technique on nonlinear Volterra and Fredholm integral equations.
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