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.e entropy method describes the change in the signal state from a macroscopic angle and weakens the interference generated by
random noise. From the angle of chaos, which describes the first arrival of microseismic signals, it predicts the trend of noise
entropy based on the grey theory. .e results indicate that the entropy method is sensitive to amplitude, frequency, and seismic
phase changes. Compared with traditional methods, the entropy method has better noise immunity. In terms of the influence of
the pickup parameter on the resulting error, the entropy method demonstrated the best result and produces the smallest error.

1. Introduction

In China, coal is a basic energy resource and has an irre-
placeable role in the energy infrastructure. With the rapid
development of the Chinese economy, the consumption of
coal has significantly increased. .e availability of coal in
shallow areas has gradually dried up, which has changed the
coal industry from shallow to deep mining. Owing to the
continuous mining of coal, an increasing number of di-
sasters have occurred [1–4]. Under this particular back-
ground, research into microseismic monitoring technology
has significantly increased [5–8]. .e location of the hy-
pocenter can be realized using a microseismic technique. To
locate the microseismic source, it is necessary to pick up the
first arrival time of the wave, and therefore how to overcome
the presence of noise and precisely pick up the first arrival
time is an urgent problem.

Many scholars have conducted research on the picking
up the microseismic signal’s first arrival, and many different
research methods have been put forward. .e time window
energy ratio method is more intuitive and less computa-
tional and is therefore widely used in engineering fields.
However, because a static partition window is applied, the
energy ratio of the window may not be the largest at the first

arrival time, and it is therefore easy to incorrectly pick up the
first arrival of a signal [9]. .e AIC [10] is a different steady-
state process for the front and back recording of the initial
arrival time. It uses the autoregressive AR-AIC method to
apply the first arrival discriminant of the microseismic
moments. Although the AIC used for the energy ratio
method is more accurate for picking up the signal of the first
arrival, it has the disadvantage of a large number of com-
putations. Based on the time window energy ratio and AIC
method, Zhang et al. [11] proposed a new method for ac-
curately picking up the initial arrival time of microseismic
waves. .is method synthesizes the advantages of the two
methods to a certain extent. Allen [12, 13] constructed a
characteristic function based on the traditional time window
energy ratio method. .is feature function can amplify the
first arrival time of the signal and accurately pick it up. Liu
et al. [14] synthesized the time window energy ratio method
and the AIC method, and based on higher order statistics,
skewness, and kurtosis of the PAIS/Kmethod, they proposed
the moving time window kurtosis as a fast method and an
improved kurtosis pickup of the first arrival method.
According to the fractal theory, Jia et al. [15] use the
Hausdorff dimension calculation method. .e first arrival
time of the signal is picked up from the three-dimensional
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fractal angle for the first time. Aiming at the inherent
characteristics of microseismic signals, Jia et al. [16] pro-
posed a newmethod for automatically picking up the seismic
phase of the first arrival, which is based on a combination of
a Hilbert–Huang transform (HHT) and the AIC. Because
the HHT is a new theory, its physical meaning is not yet
clear, and the results are extremely random, requiring
further study. Tan et al. [17] synthesized seismic signals and
environmental noises in terms of the differences in ampli-
tude, polarization, and statistical characteristics proposed by
the SLPEA algorithm..is method is a combination of other
current methods and has a function built in to judge the first
arrival of the signals. Scholars have conducted a number of
studies on the pickup of the first arrival of vibrations, al-
though most methods require setting a fixed critical value.
.e selection of this critical value is based more on expe-
rience, whereas monitoring the environment and vibration
waveform is also related to its selection. In general, the same
fixed critical value cannot meet the precision requirements
of different vibration types and different signal-to-noise
ratios. .e selection of the critical value has a significant
influence on the pickup accuracy, and the selection of the
appropriate critical value is the main reason for requiring an
accurate pickup.

In this paper, a new accurate pickup method, called the
entropy method, is proposed for determining the char-
acteristics of microseismic waves. At present, the entropy
method has been preliminarily applied in many disci-
plines, such as the detection of lesion signals in medicine
[18, 19], the analysis of seismic activity [20, 21], and rock
mechanics [22]. .e method proposed in this paper in-
troduces the entropy theory through artificial partitions,
which describe the first arrival of a wave from the angle of
chaos, and predicts the trend of noise entropy based on the
grey theory. .e new method overcomes the shortcomings
of the traditional method in the setting of a fixed critical
value and achieves a more accurate pickup of the first
arrival.

2. Theoretical Basis

2.1. Entropy. Information theory refers to the basic philo-
sophical view of the interrelationship and interaction be-
tween things and deeply analyzes the relationship between
information and a material. Entropy is an important aspect
of information theory. Entropy is a key metric of in-
formation and usually refers to the average number of bits in
a piece of information that needs to be transmitted or stored.
Entropy measures the uncertainty of predictive random
variables. .e greater the uncertainty, the larger the amount
of entropy [23]. Entropy is an important part of information
theory. .e entropy value can describe the uncertainty and
varying degree of a random series used in information
theory. In a set, the entropy value can also describe the
degree of irregularity, that is, the degree of association
among the elements. If the degree of variation of a sequence
is large or the degree of association between the elements of a
set is smaller, the entropy value will be larger. In contrast, the
entropy value is smaller. Above all, the entropy value is

widely used in describing the randomness of data, the order
of structures, and the disorder of events.

Here, X represents a situation in which an event is likely
to occur and p(x) is the probability of the occurrence of each
event, namely,

X

p(x)
􏼢 􏼣 �

x1 x2 · · · xn xn+1

p1 p2 · · · pn pn+1
􏼢 􏼣, pi ≥ 0 and 􏽘

n+1

i�1
pi � 1.

(1)

.e negative value of the logarithm of an event prob-
ability is defined as the amount of information for that event,
that is, I(xi) � −logpi. I(xi) represents the amount of in-
formation that one Xi contains when a message source sends
out a signal. .erefore, when sending different information,
I(xi) is not the same. .is cannot be used as a mathematical
quantity to describe a signal. To avoid this situation,
Shannon proposed themean of information, which is the use
of entropy to describe an entire event. .e existence formula
is as follows:

H(X) � E I xi( 􏼁􏼂 􏼃 � −􏽘 pi logpi. (2)

2.2. Grey +eory

2.2.1. +eoretical Basis. Professor Deng Julong proposed the
grey theory in 1982. He believed that all random processes
change within a certain range and are random variables
corresponding to time. Although data have a certain amount
of randomness, there must be some connection between
them. .e traditional research method determines the sta-
tistical rules by collecting a large number of samples. .e
grey theory is used to sort the samples and make them show
a certain rule, allowing a prediction to be made.

2.2.2. Realization of Grey Forecast. Let the primitive
numbers be

X
0

� x
(0)

(1), x
(0)

(2), . . . , x
(0)

(n)􏽮 􏽯. (3)

One way to find a rule is to accumulate the raw data, the
resulting sequence of which is called the 1-AGO sequence.
.is superposition or decrease by degree will lead irregular
raw data to show a certain regularity:

X
(1)

� x
(1)

(1), x
(1)

(2), . . . , x
(1)

(n)􏽮 􏽯. (4)

In the formula below, k � 1, 2 . . . n.

.e smoothness detection is as follows:

ρ(t) �
X(0)(t)

X(1)(t− 1)
< 0.5. (5)

To select the model, for the transformed sequence X(1)

that establishes a differential equation model is the GM(n, n)

model. .e model represents differential equations of n
order and n variables.

We call sequence Z(1), which is the generated mean
sequence of consecutive neighbours of sequence X(1), that is,

2 Advances in Civil Engineering



Z
(1)

� z
(1)

(1), z
(1)

(2), . . . , z
(1)

(n)􏽮 􏽯. (6)

In formula (6), z(1)(k) � 0.5x(1)(k) + 0.5x(1)(k− 1).

.e definition type of GM(1, 1), that is, the grey dif-
ferential equation of GM(1, 1) is as follows:

x
(0)

(k) + az
(1)

(k) � b, (7)

where a is called the development the coefficient and b is the
grey function. Set 􏽢α as the parameter vector to be estimated,
that is, 􏽢α � (a, b)T, namely,

􏽢α � B
T
B􏼐 􏼑
−1

B
T
Yn. (8)

Among

B �

−z(1) (2) 1

−z(1) (3) 1

⋮

−z(1) (n) 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

Yn �

x(0) (2)

x(0) (3)

⋮

x(0) (n)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

(9)

(dX(1)/dt) + aX(1) � b is called the whitening equation of
the grey differential equation x(0)(k) + az(1)(k) � b, and the
solution to the whitening equation is also called the event
response function:

􏽢x
(1)

(t + 1) � x
(1)

(0)−
b

a
􏼢 􏼣e

−ak
+

b

a
, k � 1, 2, 3, ..., n.

(10)

.e corresponding time series of the GM (1, 1) grey
differential equation x(0)(k) + az(1)(k) � b is as follows:

􏽢x
(1)

(k + 1) � x
(0) −

b

a
􏼢 􏼣e

−ak
+

b

a
, k � 1, 2, 3, . . . , n.

(11)

Taking x(1)(0) � x(0)(1), calculate the simulate value
􏽢x(1)(k) of X(1).

By consecutive subtraction, the regression prediction
value is as follows:

􏽢x
(0)

(k + 1) � 􏽢x
(1)

(k + 1)− 􏽢x
(1)

(k). (12)

3. Pickup of First Signal Arrival Based on
Entropy Method

Amicroseismic signal is composed of background noise and
an effective signal. We can see from the time and frequency
domains that the largest feature of the background noise is
that it has a certain regularity in the macroregion and has
large randomness at the microscopic level. Most existing
methods, such as those using the amplitude, energy, or other
factors, are at the microcosmic scale. Although the effect

becomes clear at a particular moment in time, they are
significantly affected by random noise and cannot be ac-
curately identified when the amount of noise is too large. In
this paper, the calculation of the signal entropy is used to
describe the change in signal state from a macroscopic angle,
and thus the interference caused by random noise is
weakened. .e introduction and application of entropy at
the first arrival of a wave are realized through the following
steps. .ere are three parts, namely, the division of the
amplitude region, the selection of the rolling time window,
and the entropy calculation.

3.1.RegionalDivision. .e calculation of entropy is based on
the frequency distribution of events that may occur. At
present, microseismic monitoring equipment mostly in-
cludes speed and acceleration sensors, and the sampling
frequency is discrete from 1 to 25 kHz and the sampling
points. To calculate the frequency distribution of each re-
gion, we can divide the amplitude region artificially and then
calculate the entropy value of the microseismic signal. For
the width of the area division, the monitor scene should be
considered. .e width of the area is small, the pickup
precision is high, and the operation time is long. In contrast,
the accuracy of the pickup is low and the operation is faster.
After testing, a range between zero and the maximum
amplitude generally requiring 0–10 intervals is appropriate.
In Figure 1, a vibration signal waveform, as shown in
Figures 1(b) and 1(c), indicates the division of the amplitude
regions.

3.2. Time Window Selection. To accurately pick up the first
arrival of the signal and compare it with the traditional
energy method, a rolling window suitable for the width is
selected. .e probability distribution of the signal in each
region of the time window is calculated, as is the entropy
value of the signal in the time window. .e time window is
selected as shown in Figure 2.

3.3. Entropy Calculation. In this paper, the entropy of the
rolling window is calculated based on the means of in-
formation entropy and the change in statistical entropy:

H(X) � E I xi( 􏼁􏼂 􏼃 � −􏽘 pi logpi. (13)

.e σ principle of statistics determines the first arrival
time. For a normal distribution variable, the probability that
its value falls within the range of H ± 3σ is 0.9974, which is
almost inevitable. Here, H and 3σ are the mathematical
expectation and variance of the normal random variable,
respectively. .is method is equally applicable to the
background noise. When there are no new signal sources,
the change in entropy of the noise signal obeys a normal
random variable. When a microseismic signal arrives at a
certain time, the entropy will rapidly exceed 3 times the H
variance of the original background noise, as shown in
Figure 3. We believe that the small probability event is no
longer the background noise, but the first arrival of the mine
shock signal, that is, the first wave of the P wave.
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Figure 2: Time window selection of the entropy method.

4 Advances in Civil Engineering



As shown in Figure 2(b), the microseismic signal curve
�uctuates less when the P wave has not �rst arrived, and the
curve �uctuates signi�cantly between 1,500 and 2,000ms. As
shown in Figure 3, when the waveform curve is abrupt,
which leads to a sudden change in the entropy value, the
entropy curve also changes, and the moment of the mutation
is the �rst arrival time of the P wave.

4. Pickup Process of Signal’s First Arrival Using
Entropy Method

4.1. Flow Chart of First Arrival Pickup Using EntropyMethod.
�e entropy method is used to pick up the �rst arrival of a
signal, which is mainly divided into three parts, namely, the
parameter selection, selection of the �rst arrival region, and
the precise location. �e detailed �ow chart is shown in
Figure 4.

4.2. Parameter Selection. �e parameters of the �rst arrival
pickup of the entropy method are mainly determined based
on the lengths of four time windows. As shown in Figure 5,
of these, 1 and 2 can fasten the position time window for the
STA/LTA method, 3 is the time window of the entropy
calculation, 4 is the grey prediction of the base value time
window, and the time window lengths are set to T1, T2, T3,
and T4.

4.3.AreaDeterminationof First SignalArrival. Because STA/
LTA calculates the energy in the time window, it has the
advantages of a strong resistance to impulse noise; however,
its disadvantage is a poor pickup accuracy. Because the
entropy calculation method has strong sensitivity to a signal
change, an accidental noise pulse may a�ect the accuracy of
the �rst arrival location. Taking into account the accelerating
time of the pickup of the �rst arrival, we can use the STA/
LTA method. First, a quick coarse picking location is ap-
plied. When the STA/LTA value is greater than the critical

value R, windows 1 and 2 contain the �rst arrival area, the
formula of which is

R �
∑T2
t�T0

x2(t)

∑T0
t�T1

x2(t)
, (14)

where x2(t) is microseismic data, T0 is the intersection of the
short and long window times, T1 is the beginning of the short
window, and T2 is the end time of the long window.

After the STA/LTAmethod, the approximate region of the
�rst arrival of the signal can be preliminarily determined, and
it can then be accurately positioned using the entropy method.

4.4. Accurate Positioning

4.4.1. Entropy Calculation. When the �rst arrival region is
detected using the STA/LTA method, the entropy method is
applied for an accurate pickup. After the entropy of point i is
calculated, the time window rolls downward. �e entropy
values of all points in the rough location of areas 1 and 2 are
calculated sequentially, and the entropy value curves are
plotted.
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4.4.2. Grey Prediction of Entropy. Grey prediction is in-
troduced during the �rst arrival pickup, and later it canmake
the �rst arrival pickup more accurate than a traditional
method, taking into account the tendency of changes in
noise. When setting the fast pickup area, there are n+ 1
points, i, i+ 1, i+ 2, . . ., i+ n, and the third time window
contains P points. �e entropy value of window 3 is used as
the �rst point of the fast pickup region, and the grey pre-
diction basis value of i points, the i point predictive valueHi′,
and standard deviation σi are obtained. Window 3 rolls
down to a point, as the grey prediction basis value of the
second i+ 1 point, the i+ 1 point prediction value Hi+1′ , and
the standard deviation σi+1 are obtained.�is continues until
the last point i+ q, predictive value Hi+q′ , and standard
deviation σi+q are calculated:

σi �

�������������������

∑i− 1j�i−p x
(0)(j)−x(0)[ ]
p− 1

2
√√

,

x(0) �
∑i−1i�i−px(0)(k)

p
.

(15)

4.4.3. Determination of First Arrival Time. Starting with the
�rst point i, the actual Hi and predicted valuesHi′ of i points
are compared. IfHi′ − 3σi <Hi <Hi′ + 3σi is not satis�ed, the
comparison of the next point Hi+1 is continued until point i
that satis�es the condition is found, and the time corre-
sponding to the point is considered to be the �rst arrival time
of the microseismic signal.

5. Sensitivity Analysis of First Signal Arrival
Picking Method

By observing the change in the waveform of the signal
before and after the �rst arrival, it can be seen that the
waveform of the signal changes after the �rst arrival, mainly
in terms of the amplitude, frequency, and seismic phase. In
this paper, a synthetic signal is used to compare the entropy
method with the practical Allen method and the fractal
method.

A synthetic signal is used as the test signal, and 2,000
sampling points are used as the signals. Figure 6 shows an
amplitude test signal, with 0–10 using a sine function with a
maximum amplitude of 1 and 10–20 using a sine function
with a maximum amplitude of 2. Figure 7 shows the am-
plitude frequency test signal, where the signal uses a sine
function with a frequency of 1/2 within 0–10 s and a fre-
quency of 1 within 10–20 s. Figure 8 shows the amplitude
phase test signal, where the signal frequency is 1/2, and when
the time is 10+, where the initial amplitude is 0+, and 10−
seconds, where the end of the amplitude is 0+.

5.1. Allen Method. Allen �rst proposed the concept of a
characteristic function. When the wave arrives, the
waveform, amplitude, and frequency are mutated, although
the mutation is less pronounced. �e characteristic

function is used to calculate the waveform, and the �rst
arrival time of the wave is ampli�ed to provide the pos-
sibility for an accurate pickup. Let Xi be the amplitude
vector, that is, the time vector of the amplitude corre-
sponding to the amplitude, and Xi be the �rst-order dif-
ference of the amplitude; Allen de�nes an envelope
function E(t) as follows:

E(t) � x2i + Ci × x
2
i

•
, (16)

where Ci is the weight constant; that is,
Ci � ∑

i
j|xj|/∑

i
j�1|xj −xj−1|.

We call E(t) a characteristic function, and the Allen
method is actually a development of the STA/LTA method.
It mainly solves the disadvantage of the poor accuracy of the
traditional STA/LTA method. �e Allen method uses the
method of constructing the characteristic function to �nd
the abrupt point of the signal and then applies the ratio
method to pick up the �rst arrival of the signal. Figure 9
shows the sensitivity of the simulation of the synthetic signal
detection characteristic function to the waveform variations.

Figure 9 shows a sensitivity analysis of the amplitude
of the Allen method. Before the amplitude changes, the
characteristic function curve changes regularly. With the
sudden increase in amplitude, the characteristic function
also increases at an instant, and the characteristic function
increases as well. Figure 10 shows a frequency sensitivity
analysis of the Allen method. Before the change in
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frequency, its characteristic function is similar to the sine law
�uctuation. After the frequency changes, the characteristic
function clearly changes, the vibration amplitude signi�-
cantly decreases, and the frequency increases. Figure 11
shows the sensitivity analysis of the Allen seismic phase.
Before the seismic phase changes, the characteristic func-
tions all exhibit sinusoidal curves, with no obvious changes.
As can be seen from Figures 9 and 10, the Allen method is
sensitive to changes in amplitude and frequency, and the
modi�ed characteristic function can magnify the changes in
amplitude, thereby facilitating the pickup. As can be seen
from Figure 11, the Allen method is very insensitive to
changes to the seismic phases, and there is no change in the
characteristic curve, and thus the phase changes cannot be
picked up at any moment.

5.2. Fractal Method. �e calculation of a fractal dimension
uses a box dimension calculation, and graphs can be
expressed using the following equation:

Ds � lim
ln N(ε)
ln(1/ε)

, (17)

where N(ε) is the total lattice number occupied by a cur-
vilinear �gure when the length of the side is ε.

�e calculation method of the formula is aimed at a
di�erent side length ε. Here, N(ε) and ε are the logarithms
used to make a straight-line �tting, and the slope is the
fractal dimension. �e �rst arrival of the wave based on
the fractal method is also a�ected by the length of the time
window. If it needs to be picked up accurately and
quickly, it is necessary to adjust the length of the window
according to the frequency of the di�erent sampling
points. �e fractal rolling window is 40 sampling points,
and the window is rolled in by the point-by-point
manner.

Figure 12 shows amplitude sensitivity analysis of the
fractal method. �e fractal dimension exhibits periodic
�uctuations before and after the amplitude changes, and
there is no obvious change before or after such changes.
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Figure 9: Amplitude sensitivity analysis of the Allen method.
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Figure 10: Frequency sensitivity analysis of the Allen method.
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Figure 13 shows the sensitivity analysis of the fractal method
to the frequency. It can be clearly seen that the fractal di-
mension changes regularly and periodically before the fre-
quency changes. When the frequency changes, the
amplitude of the fractal dimension clearly decreases, as does
the change cycle. Figure 14 shows the sensitivity analysis of
the fractal method to the frequencies and seismic phases.
When the seismic phase changes, the fractal dimension
increases and then gradually returns to normal, and the
changes are therefore obvious. As can be seen from the three
charts, the amplitude change is picked up based on the
fractal method, which depends heavily on the choice of the
time window length. �e fractal method has very low
sensitivity to amplitude changes and cannot pick up the
change in moment e�ectively. When the frequency of the
wave and seismic phase changes, the value of the fractal
dimension will clearly change, providing the possibility of an
accurate pickup.

5.3. Entropy Method. In this paper, the entropy method
adopts information entropy, and the rolling time window
of the entropy value is 80 sampling points, and the am-
plitude is divided into 10 regions, namely, (−2.5, −2), (−2,
−1.5),(−1.5, −1), (−1, −0.5), (−0.5,0 ), (0, 0.5), (0.5, 1), (1,
1.5), (1.5, 2), and (2, 2.5). �e probability of the sampling
points in each region is calculated, and the entropy value
curve is then obtained.

�e entropy method detailed in this paper is used to
describe the ordered or unordered state of a system. When
the waveform state changes, the distribution of points in
each interval will change, which will lead to a sudden change
in entropy. Figure 15 shows an analysis of the entropy
method of the amplitude sensitivity. It can be seen from the
diagram that the entropy value of the information is smaller
before the amplitude changes. At the moment of the am-
plitude change, the entropy curve is abrupt. An increase in
amplitude leads to an increase in entropy, which is due to the
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Figure 11: Seismic phase sensitivity analysis of the Allen method.
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Figure 15: Amplitude sensitivity analysis of entropy method.
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change in distribution of the sampling points in each interval
of the calculation window. Figure 16 shows the frequency
sensitivity analysis of the entropy method. At the moment of
a frequency change, the entropy curve is abrupt. It can be
seen that the entropy changes regularly and periodically
before the frequency changes, and the fluctuation is large,
whereas after the frequency changes, the entropy approxi-
mates to a constant. .e reason for the occurrence of this
phenomenon is related to the length of the time window
selection. .e length of the time window is fixed, and the
time window does not contain a complete waveform before
the frequency is changed. .erefore, the entropy curve
produces an oscillation. After the frequency is changed, the
time window contains the complete waveform and is thus
close to a constant. When a larger length of the window is
chosen, the entropy value tends to be a constant before the
change, and a mutation occurs at the moment of change and
then quickly returns to a constant. Figure 17 shows a seismic
phase sensitivity analysis of the entropy method. Before the
seismic phase changes, the entropy value is close to a
constant and changes less.When the seismic phase change of
the entropy value decreases rapidly, it returns the original
value. When the phase changes, the entropy has a sudden
change. .e entropy value recovery is then due to the
waveform phase change without affecting the amplitude and
frequency, that is, the waveform is unchanged. It should be
noted that the calculation of the entropy value in this paper
has made improvements on the traditional calculation
method of information entropy. Only the entropy value of
the sampling points in the interval is calculated. Each time
the window scrolls, the number of sampling points may be
different. .erefore, it will not follow the rule in which the
entropy value increases with an increase in the degree of
chaos.

From the image obtained, compared with the Allen
and fractal methods, the entropy method is extremely
sensitive to changes in the amplitude, frequency, and
seismic phase. .e entropy value changes significantly
before and after the change, which provides the possibility
for the first arrival of the wave signal to be accurately
picked up.

5.4. Sensitivity Analysis of the First Arrival Pickup Method of
Actual Microseismic Signals. .is paper selects the micro-
seismic monitoring signal of the Jixian Coal Mine in Hei-
longjiang. .e data acquisition equipment uses a
multichannel high-frequency structure monitor and a signal
sampling frequency of 10 kHz. As shown in Figure 18, the
signal accurately determines the wave’s first arrival time of
1,011ms through a manual pickup. .e Allen method,
fractal method, and entropy method are used to pick up the
first arrival time of the microseismic signal, and the sensi-
tivity of the three methods to the first arrival of the mi-
croseismic signal is analyzed.

Figures 19–21 show comparisons of the first arrival time
of signals picked up by the three methods, respectively. .e
results of the first arrival pickup of signals using the three
methods are shown in Table 1. For the Allen method shown

in Figure 19, the microseismic signal curve is stable before
the first arrival of the signal, and the characteristic value
curve peaks when the signal arrives. According to the result
of the first signal arrival pickup, the Allen method easily
picks up the first signal arrival, but its pickup precision is
low. For the fractal method shown in Figure 20, the mi-
croseismic signal curve fluctuates slightly before the first
arrival of the signal and fluctuates clearly when the signal
arrives. Although the fractal method has a high pickup
precision, it is difficult to determine the minimum fractal
dimension value point of the first arrival time of the signal
on the fractal dimension curve. For the entropy method
shown in Figure 21, the microseismic signal curve fluc-
tuates less before the signal arrives and fluctuates signifi-
cantly when the signal first arrives. Between 1,000 and
1,500ms, the waveform curve changes, which leads to a
sudden change in the entropy value. .e entropy value
curve also mutates, and the point of a sudden change is the
first arrival point of the signal. .e entropy method easily
picks up the first arrival point of the signal and has a high
pickup accuracy.

Based on the Allen, fractal, and entropy methods, the
results of the first arrival pickup of the signal are compared
and analyzed. .e results of the first arrival pickup using the
entropy method are the closest to those by the manual
method, and the change in the entropy value curve at the
first arrival time is more obvious. .e sensitivity of the
entropy method to the first arrival moment of the signal is
better than the other two methods.

6. Noise Immunity Analysis

As shown in Figure 22, this study selected the microseismic
monitoring signal of the Jixian Coal Mine in Heilongjiang
as the test signal, using a total of ten microseismic signals.
Taking one of the blasting monitoring signals as an ex-
ample, the remaining noise immunity results are listed in
the tabular form. .e sampling frequency is 10 kHz, based
on a manual pickup, and the accurate time of the first
arrival of the wave is 1,011ms. White noise processing is
applied using y � awgn (x, SNR), and we obtain a signal-to-
noise ratio (SNR) of 20, 10, and 2 dB, respectively..e STA/
LTA, fractal, and entropy methods are used to pick up the
first arrival of the signal, and the noise immunity of the
three methods is then compared. .e results are shown in
Table 2.

With the STA/LTA method, the long window time is
30ms, the short window time is 5ms, and R � 1.4, which is
considered the beginning of the signal. With the fractal
method, the time window uses points of 40ms in length.
With the entropy method, a short window time is 5ms,
the long window time is 30ms, the grey prediction window
time is 20ms, the number of partitions N � 6, and
the entropy value of the calculated time window is 40ms.
.e best parameters determined after several attempts
for comparison were applied. A positive value indicates a
lag.

As can be seen from Table 2, the addition of noise can
greatly affect the accuracy of the first arrival pickup. When
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Figure 16: Frequency sensitivity analysis of entropy method.
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Figure 17: Seismic phase sensitivity analysis of entropy method.
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the SNR is no added noise, 20, 10, and 2 dB, the pickup
error of STA/LTA is 1.1, 1.3, 1.4, and 4 ms, respectively.�e
pickup error of the fractal method is 0.3, 0.7, 1.1, and
2.9 ms, respectively. �e pickup error of the entropy
method is 0.3, 0.5, 0.9, and 1.9 ms, respectively. Table 3
shows the results of the pickup of nine other monitoring
signals as compared with the three methods; the e�ect of
the STA/LTA method is poor, whereas that of the fractal
method has the second-best e�ect, and the entropy
method achieves the best noise immunity.

7. Analysis of Influence of Calculation
Parameters on the Pickup Error of the
First Arrival

7.1. FractalMethod. When box dimensions are adopted, the
pickup parameters have a fractal window length of T. Taking
into account a Tof 20, 30, 40, 50, and 60ms, the pickup error
of the original signal is shown in Table 4. As can be seen from
Figure 23, the fractal method has only one parameter T.
When the T value of the fractal window changes, it has a
greater impact on the pickup error, and the trend in the
variation �rst decreases and then increases. When T� 40ms,
the error reaches a minimum of 0.3ms. �e choice of T
values is not immutable and has a signi�cant relationship
with the waveform of the signal, and the selection of T values
of di�erent types of waveform also di�ers.

7.2. STA/LTAMethod. �e pickup parameters of STA/LTA
include a short time window of T1, long time window of T2,
and critical value R. For convenience, regarding the in�u-
ence of the time window selection on the pickup accuracy, R
takes a �xed value of 1.7. When the T1 length is 5 and 10ms
and the T2 length is 20, 30, 40, and 60ms, the pickup error
value is as shown in Table 5. When T1/T2 takes 5/20, 5/30,
and 10/30ms, and the R value is 1.3, 1.5, 1.7, 1.9, and 2.1,
respectively, and the picking error is as shown in Table 6.

As can be seen in Figure 24, the selection of T1 and T2 has
a signi�cant in�uence on the pickup error of the �rst signal
arrival. When the short window time increases, the pickup
error signi�cantly increases, whereas the pickup e�ciency
increases. When the long window time increases, the pickup
error increases.

Figure 25 shows the e�ects of the pickup error for
di�erent time window lengths and di�erent R values. As
can be seen from the results, the short and long window
times and the R value have a signi�cant in�uence on the
results of the STA/LTA method. When T1 and T2 increase,
the critical value R changes accordingly, and the pickup
error increases with an increase in the value of R. However,
an overly high reduction in R is not a good way to improve
the accuracy, because the smaller the R value is, the longer
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entropy method.

Table 1: First signal arrival pickup results.

Method Allen
method

Fractal
method

Entropy
method

First arrival time 1012.2ms 1011.4ms 1011.3ms
Picking error 1.2ms 0.4ms 0.3ms
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the computation length, and a phenomenon in which the
pickup sensitivity is increased occurs, causing a false
judgment.

7.3. EntropyMethod. In this paper, the entropy method has
a plurality of pickup parameters. Among them, T1 and T2
are the fast positioning time windows for the STA/LTA

method, R is the critical value of the fast energy ratio
method, T3 is the time window for the entropy value, T4 is
the base time window of the grey prediction value, and N is
the subarea of the entropy value calculation. When the
original signal without noise is used and when manually
picking up the signal’s arrival time within 1,011ms, the
values of T1, T2, T3, and T4 are 5, 40, 30, and 20ms, re-
spectively, R takes a value of 1.7, and N has six partitions.
�e in�uence of each parameter change on the pickup error
is investigated.

Figure 26(a) is a change diagram of the pickup error
when T1 takes 5, 10, 25, 15, and 20ms. Figure 26(b) shows a
change diagram of the pickup error when T2 takes 30, 40, 50,
and 60ms. Figure 26(c) shows a change diagram of the
pickup error when T3 takes 10, 20, 30, 40, 50, 60, 70, and
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Figure 22: Test signal of microquake.

Table 2: Pickup time for di�erent methods with di�erent SNRs.

Method
Signal-to-noise ratio

No added noise 20 dB 10 dB 2 dB
STA/LTA method 1012.1 1012.3 1013.4 1015.0
Fractal method 1011.3 1011.7 1012.1 1013.9
Entropy method 1011.3 1011.5 1011.9 1012.9

Table 3: Summary of the pickup time for di�erent methods with di�erent SNRs.

Method 1 2 3 4 5 6 7 8 9
No added noise

STA/LTA method 1012.2 1012.4 1012.5 1012.3 1012.2 1012.1 1012.0 1012.4 1012.2
Fractal method 1011.3 1011.4 1011.5 1011.4 1011.3 1011.4 1011.4 1011.5 1011.3
Entropy method 1011.2 1011.3 1011.4 1011.3 1011.2 1011.3 1011.4 1011.4 1011.3

Added noise of 20 dB
STA/LTA method 1012.4 1012.6 1012.7 1012.5 1012.4 1012.3 1012.2 1012.6 1012.4
Fractal method 1011.5 1011.6 1011.8 1011.8 1011.5 1011.7 1011.5 1011.9 1011.5
Entropy method 1011.4 1011.5 1011.6 1011.5 1011.4 1011.5 1011.4 1011.6 1011.4

Added noise of 10 dB
STA/LTA method 1013.5 1013.6 1013.7 1013.5 1013.4 1013.3 1013.2 1013.6 1013.4
Fractal method 1012.2 1012.3 1012.4 1012.7 1012.1 1012.4 1012.0 1012.4 1012.1
Entropy method 1012.0 1012.1 1012.1 1011.9 1011.8 1011.8 1011.7 1011.9 1011.7

Added noise of 2 dB
STA/LTA method 1015.1 1015.2 1015.4 1015.1 1015.0 1014.9 1014.8 1015.2 1015.0
Fractal method 1013.9 1014.0 1014.2 1013.8 1013.7 1013.4 1013.2 1013.9 1013.6
Entropy method 1012.9 1012.9 1013.0 1012.7 1012.7 1012.6 1012.3 1012.9 1012.7

Table 4: In�uence of parameter selection on error of the fractal
method.

Window T
20ms 30ms 40ms 50ms 60ms

Picking error 1.9 0.7 0.3 0.3 0.9
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80ms. Figure 26(d) shows a change diagram of the pickup
error when T4 takes 10, 20, 30, 40, and 50ms. Figure 26(e)
shows a change diagram of the pickup error for R of 1.4, 1.6,
1.8, 2.2, and 2.5. Figure 26(f ) shows a change diagram of the
pickup error for N of 4, 6, 8, 10, 12, 14, and 16. From
Figures 26(a), 26(b), and 26(e), it can be seen that the change
in T1, T2, and R does not a�ect the pickup accuracy because a
fast pickup is only a preliminary positioning. Its function is
to make the pickup faster and eliminate the impact of ac-
cidental pulse signals on the pickup accuracy. When the
location is completed, the location region will be picked up
again by the entropy method, and the change of its value has
no in�uence on the pickup accuracy. As shown in
Figure 26(d), the change in T4 has an in�uence on the pickup
accuracy, although the degree of in�uence is quite small.
Because T4 is the grey prediction window, its length a�ects
the grey prediction database. When the length is large, by
taking more points, the prediction results are more prone to
outdated data. When the length is short and fewer points are
taken, the prediction value depends on the new data.
Figure 26(f ) shows that when the number of partitions N is
4, it has a greater impact on the pickup, and when N in-
creases to 8, the impact on the pickup accuracy decreases
rapidly to zero. After many tests, for a general T4 value of 10
to 30ms, an N of 8 is more appropriate. Generally speaking,
although there are many parameters used in this method, a
large number have little to no in�uence on the pickup ac-
curacy, and the method is stable.

8. Conclusion

In this paper, both traditional and new methods for de-
termining the �rst arrival pickup of microseismic signals
were introduced. �e new method is called the entropy
method. �e new and traditional methods were compara-
tively analyzed in terms of their sensitivity, signal pickup,
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Figure 23: �e in�uence of parameter selection on error of fractal.

Table 5: Pickup time error of di�erent parameters when R� 1.7

T2

T1 20ms 30ms 40ms 60ms
5ms 1.3 1.1 1.8 4.2
10ms 1.6 1.4 1.2 3.5
15ms 2.1 1.6 1.3 1.2

Table 6: Pickup time error of di�erent values of R.

R
STA/LTA 1.3 1.5 1.7 1.9
5/20ms 1.1 1.4 1.7 2.3
5/30ms 1.2 1.5 2.0 2.6
10/30ms 1.1 1.3 1.4 1.9
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Figure 24: Pickup time error of di�erent parameters when R� 1.7.
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and antinoise capability under the influence of errors. .e
following results were obtained:

(1) .e sensitivity of the amplitude, frequency, and
seismic phase change of the Allen method were
compared with the fractal and entropy methods
based on synthesizing signals. .e results show that
the sensitivity of the Allen method to amplitude
and frequency is higher, and a change in the

characteristic function can be clearly seen. However,
the sensitivity to a seismic phase change is weak, and
the characteristic function has no clear change. .e
change in frequency and seismic phase by the fractal
method is clear, but its sensitivity to the amplitude is
poor, with almost no change..e entropy method has
a higher sensitivity to changes in amplitude, fre-
quency, and seismic phase and is therefore convenient
for picking up the moment of change.
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Figure 26: Influence of parameter selection on the error of the entropy method.
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(2) By adding white noise through microseismic signals,
different SNRs were obtained..e noise resistance of
the STA/LTA, fractal, and entropy methods were
compared and analyzed. .e results show that the
entropy method has better noise immunity, followed
by the fractal method, whereas the STA/LTAmethod
has poor noise immunity.

(3) .e influence of the parameters on the pickup ac-
curacy of the three methods was analyzed. .e re-
sults show that the STA/LTA method has a stronger
dependence on the length of the time window and
the critical R value and that the maximum error is
4ms. .e fractal method has less dependence on the
length of the time window, and the maximum error
is 1.9ms. .e entropy method has more parameters,
but some have no influence on the pickup accuracy,
and only the N value has a greater impact. However,
when the value of N is larger than 8, the influence is
significantly reduced, reaching close to zero, and the
error is only 0.4ms.
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