
Research Article
Shear Strength Determination in RC Beams Using ANN
Trained with Tabu Search Training Algorithm

Alireza Shahbazian ,1 Hamidreza Rabiefar ,2 and Babak Aminnejad 3

1Department of Civil Engineering, Kish International Branch, Islamic Azad University, Kish Island, Iran
2Department of Civil Engineering, South Tehran Branch, Islamic Azad University, Tehran, Iran
3Department of Civil Engineering, Roudehen Branch, Islamic Azad University, Roudehen, Iran

Correspondence should be addressed to Hamidreza Rabiefar; h_rabieifar@azad.ac.ir

Received 11 May 2021; Accepted 18 October 2021; Published 24 November 2021

Academic Editor: Tayfun Dede

Copyright © 2021 Alireza Shahbazian et al. *is is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

*e shear failure of reinforced concrete (RC) beams is a critical issue and has attracted the attention of researchers. *e specific
challenges of shear failure are the numerous factors affecting shear strength, the nonlinear behavior, and the nonlinear rela-
tionship between affecting parameters and the concrete properties.*is study tackles this challenge by employing Artificial Neural
Network (ANN) models. Since, according to No Free Lunch theorem, the performance of optimization algorithms is problem-
dependent, this paper aims to assess the feasibility of modeling the shear strength of RC beams using ANNs trained with the Tabu
Search Training (TST) algorithm. To this end, 248 experimental results were collected from the literature, and a feed-forward ANN
model was employed to predict the shear strength. To assess its feasibility, the ANNs were also modeled using the Particle Swarm
Optimization, and Imperialist Competitive Algorithms. As a traditional technique, the multiple regression model was also
employed. *e shear design equations of ACI-318-2019 were also investigated and compared with Tabu Search Trained ANN
model. *e analysis of results suggests the superiority of Tabu Search Trained ANNs in comparison to other suggested models in
literature and the ACI-318-2019 design code.

1. Introduction

*e shear strength of reinforced concrete (RC) beams can be
predicted by multiple methods. *eir precision, however,
remains very limited because of the number and complex
nature of affecting parameters such as aggregate interlock
and concrete in compression region. In addition, the cross
section and the axial load of the beam (if any) could have an
effect on the shear strength of the RC beams [1]. *e design
strength and shear behavior of members are of central
concern in structural design. In concrete members, there are
many types of failure, and shear failure is one of the most
critical and unwanted types of failure because of the fragility
of concrete systems. *us, to withstand shear failure, RC
members are employed [2]. *e literature and concrete
codes suggest many empirical formulas for RC beam
strength. In structural design, the American Concrete

Institute (ACI) code has been used extensively. Further-
more, each of the analytical formulas proposed in concrete
codes delivers good results for a given data set only [2].

*ere have been numerous studies on the use of soft
computing techniques, especially artificial neural networks
(ANNs) to assess properties of concrete. Artificial neural
network models have proved to be outstanding for deter-
mination of shear strength of RC beams as shown by
Mansour et al. *ey employed 176 experimental results and
built a 9-input ANN. For the 176 test results, they achieved a
1.003 experimental-to-predicted shear strength ratio. *e
results indicate that ANNs have the potential to be used as a
practical tool in determining the ultimate shear strength of
reinforced concrete beams with stirrups in the range of
parameters studies [3]. Olalusi and Awoyera investigated the
shear failure in reinforced concrete beams by utilizing
machine learning techniques. *ey employed Gaussian
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process regression and random forest techniques to develop
an ML-based model high accuracy [4]. ANNs have also been
shown to be accurate in predicting the shear strength of
concrete beams with stirrups. Based on the observed be-
havior, Cladera andMaŕı proposed new design equations for
normal and high-strength concrete beams [5]. Abdalla et al.
employed the shear strength, compressive strength, shear
and longitudinal reinforcement, beam depth and width, and
shear span-to-depth ratio parameters to predict and model
the shear strength of RC beams using the artificial neural
networks. *e effective parameters help guide further re-
search in narrowing parameter list. *ey modeled a back-
propagation-based ANNwith various transfer functions and
provided shear response surfaces and curves [6]. Although
being fast, the backpropagation using gradient descent
technique is prone to get stuck in local optima and therefore
not suitable in predicting the best performing model. To
predict the torsional strength of reinforced concrete beams,
Arslan collected 76 test results published in the literature and
based the ANN models on the compressive strength, beam
cross section area, steel ratio of longitudinal bars and stir-
rups, closed stirrup dimensions, reinforcement yield
strengths, stirrup spacing, and cross section area for one leg
of closed stirrups. *e researcher concluded that ANN
models predict the torsional strength of concrete beams
more accurately than formulas provided in codes [7].

Oreta utilized the ANN model to measure the effect of
size on the shear strength of RC beams without stirrups. *e
researcher modeled an ANN using five input variables and
concluded that the ANN model performs superior to
existing equation [8]. To predict the shear strength of RC
joints, Naderpour and Nagai employed seven input variables
to develop an ANN model. *ey compared the developed
model with existing equations and calculated the relative
importance of input parameters on the shear strength by
employing a sensitivity analysis. *e results indicated that
the reinforcement ratio is the most influential parameter on
shear strength of RC joints [9], which is helpful in guiding
further research in selecting effective parameters. Feng and
Fu predicted the shear strength of internal RC beam-column
joints by developing a gradient boosting regression tree built
by integrating several machine learning models including
ANNs and support vector machines. *e researchers con-
cluded that the utilized model predicts the shear strength
more accurately than the existing models [10]. Jeon et al.
proposed a multivariate adaptive regression splines model
for predicting the shear strength of RC beam-column joints.
*ey compared the model against symbolic regression and
multivariate linear regression models and showed that the
proposed model is more accurate [11]. Salehi and Burgueño
investigated the use of Artificial Intelligence (AI) techniques
in structural engineering. *ey evaluated traditional ma-
chine learning methods, deep learning, and pattern recog-
nition techniques for the structural engineering use case
[12]. *e results of their analysis make the case for using AI
techniques in structural engineering problems.

Despite their utility and attractiveness, RC deep beams
are challenging to design, because various parameters
nonlinearly affect their behavior and shear strength.

Remarkably, shear stress is a dominant failure mode of RC
deep beams that tends to result in sudden, severe collapse
and human loss [13]. To predict the shear strength of deep
reinforce concrete beams, Zhang et al. employed the support
vector regression method hybridized with the genetic al-
gorithm. *e model inputs were the mechanical, material,
and dimensional properties of beam. In comparison to ANN
and gradient boosted tree models, the employed model
proved to be more accurate for shear strength prediction of
deep RC beams [14]. Although being powerful, the genetic
algorithmmethod requires a lot of trial-and-error to find the
optimum values of hyperparameters and therefore is used
less often. Shahnewaz et al. reviewed the proposed methods
for predicting the shear strength of deep reinforced concrete
beams in the literature. *ey concluded that the design
equations are conservative in predicting the shear strength of
deep RC beams. *e researchers proposed an improved
model based on genetic algorithm and reliability analysis
[15]. *is makes the case for further investigation of shear
strength using contemporary techniques to get a clearer
picture of the phenomenon. To predict the shear strength of
prestressed and reinforced deep concrete beams, Pal and
Deswal employed a support vector regression-based model.
To evaluate the model accuracy relative to other models, they
additionally used a backpropagation-based ANN and three
empirical models from the literature. *e researchers con-
cluded that the support vector regression-based approach
performance is superior to empirical and ANN models [16].
Chou et al. combined the smart artificial firefly colony al-
gorithmwith least squares support vector regressionmethod
to predict the shear strength of deep RC beams. *e re-
searchers calibrated the proposedmodel by using a dataset of
experimental data collected from literature. *e comparison
of the model with existing equations leads researchers to
conclude that the proposed method performs more accu-
rately than the methods proposed in the literature for
predicting the shear strength of deep RC beams [17]. In the
realm of metaheuristic approaches, Gandomi et al. employed
a hybrid search algorithm combined with genetic pro-
gramming and simulated annealing, called the genetic
simulated annealing for predicting the shear strength of deep
RC beams.*e comparison of the proposed model with ACI
and CSA codes indicated the superiority of the method
relative to these codes [18]. For shear strength of deep RC
beams, Sanad and Saka proposed a predictive model based
on artificial neural networks. *e researchers concluded that
ANN model performs more accurately than empirical
equations [19]. Prayogo et al. utilized a hybrid model
composed of two support vector machine models and
symbiotic organisms search algorithm, called optimized
support vector machines with adaptive ensemble weighting
to predict the shear strength of deep RC beams. *e re-
searchers demonstrated the feasibility of the proposed al-
gorithm in predicting the shear strength of deep reinforced
concrete beams [13].

*e purpose of this study is to assess the feasibility of
using Tabu Search Training (TST) algorithm to calibrate the
weights of an artificial neural network model for predicting
the shear strength of reinforced concrete beams. *e input
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parameters of the model include physical, geometric, and
material properties. *e dataset utilized is composed of 248
experimental results collected from literature. Section 2
summarizes the artificial neural network model and the tabu
search training algorithm in a general context. *e model
training and development are detailed in Section 3, followed
by results and conclusion in Sections 4 and 5. *e general
outline of the paper is given in Figure 1 [20].

2. Background

2.1. Artificial Neural Networks. As one of the most lively
fields of current research, Artificial Neural Networks
(ANNs) offer valuable features and capabilities including
learning and adapting to existing knowledge, generalization,
parallel processing, and therefore higher processing speed,
and high error tolerance [21–23]. *e bioinspired feed-
forward artificial neural network is an algorithm that con-
sists of neurons organized in layers. Each neuron in a layer is
connected to all neurons of the previous layers. *e signals
are transmitted between neurons through connection lines,
and the weight of each connection shows its strength. In fact,
the knowledge of the ANN is stored using these weights. To
evaluate the output of each neuron, an activation function is
applied to the sum of its weighted inputs (plus a bias value).
*e information flows move from the input neurons and
through the hidden layers to the output neurons layer by
layer [24].

*e weights of an ANN are typically randomly initial-
ized, and the network output is thus different from the target
values. *e weights and biases of the network need to be
optimized in a process called neural network training to
minimize the model error [25, 26]. Generally, the strategies
for addressing this problem of optimization can be divided
into two categories: gradient-based and metaheuristic.
Gradient-based methods are quick; however, they can get
stagnated in local minima. *e algorithm does not get stuck
in the local minima using metaheuristic methods; however,
the solution obtained is not necessarily the global minimum.
*e metaheuristic approaches are designed to explore and
exploit the solution space to provide accurate results
[25–27]. Figure 2 displays an ANN with 9 neurons in the
input layer, one hidden layer with 16 neurons, and one
output layer. *is is the top performing architecture utilized
in this study.

2.2. Tabu Search Training Algorithm. Tabu search (TS) is a
discrete optimization algorithm proposed by Glover in 1986
[28], and its modern form is ascertained by the researcher in
1989 and 1990 [29, 30]. Being a metaheuristic optimization
algorithm, it is designed to guide the search operator from
being trapped in local minima. It employs a short-term
memory to move in the search space by a controlled ran-
domization and thus avoid cycling on previously visited
solutions by setting as tabu every step that has led to an
improvement of the cost function and a long-term memory
to diversify and explore the search space [31, 32].

Additionally, intermediate-term memory structures could
be introduced to lead moves toward promising areas
[28, 33].

To make it usable for training artificial neural networks,
Dengiz et al. [31] introduced a modified version of Tabu
Search algorithm later on. *e proposed algorithm is named
Tabu Search Training (TST) algorithm. TST commences by
generating an initial vector of weights, i.e., Wcur for the
artificial neural network. It then generates a neighborhood
around the current solution by changing one of the elements
(wi) ofWcur by a randomly generated number drawn from a
uniform distribution. *e weight wi is then changed by the
amount vi,j if the value of vi,j is not in a tabu-value-start list
for V (tabu value list size) iterations. Each weight wi is
updated K times resulting in nK number of neighbor weight
vectors, where n is the size of weights vectorWcur. *en, for
each of the neighbors, the cost function is evaluated, and if
the move is allowed through the tabu mechanism, the
weights vector Wcur is updated, and if the move is not
allowed, the next best neighbor in terms of cost function is
chosen if allowed.

*e tabu search training algorithm employs a short-term
memory to allow for intensification of search and a long-
term memory to allow for diversification of search and thus
avoiding local minima.*e details of the algorithm are given
in Dengiz et al. [31]. *e outline of the TST algorithm is
depicted in Figure 3.

3. Methods and Materials

3.1. Dataset. *e database in this paper is based on data
collected by Baghi and Barros [1]. *e collected data consist
of 248 experimental samples gathered from numerous
published papers [34–44]. Baghi and Barros identified 9
effective parameters on the shear strength of reinforced
concrete T-beams, namely, flange width (b), flange thickness
(hf ), concrete compressive strength (fc

′), web width (bw),
effective depth (d), yield stress of stirrups times transverse
reinforcement ratio (fst,y . ρst), shear span-to-depth ratio (a/
d), flexural reinforcement ratio (ρsl), and kf coefficient that
takes the influence of flanges of the T-beam on shear ca-
pacity into account and is defined by using Equations (1) and
(2) [1, 45].

kf � 1 + n.
hf

bw

 .
hf

d
 ≤ 1.5, (1)

where

n �
b − bw

hf

≤ 3. (2)

*e descriptive statistics of experimental dataset are
given in Table 1. *e histogram of the shear strength of
reinforced concrete T-beams is displayed in Figure 4.

Various ranges of input variables to an artificial neural
network (ANN) may have unfavorable effects on the model
such as optimization algorithm divergence and an added
training time [25]. *erefore, the input and output variables
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of the dataset were transformed (normalized) into a range of
[− 1 1] using Equation (3) as follows:

Xn �
2 X − Xmin( 

Xmax − Xmin
− 1, (3)

where Xn is the normalized value of the variable, Xmax is the
maximum, and Xmin is its minimum value. X is the original
(nontransformed) value of the variable. *e minimum and
maximum values of each of the 9 input parameters and the
target value of shear strength are given in Table 1. Since ANN
is trained on normalized data, it should be noted that when
using ANN, the network should be fed with normalized
values of variables, and the output of the network should be
denormalized, i.e., transferred into its original range [46].

3.2. Performance Measures. *e benchmarks by which the
model’s performance and prediction accuracy are evaluated
should be described in order to evaluate and compare
models. *e performance measure selected is the fitness
value (or cost) of objective function on test data. *e ex-
planation for the performance evaluation based on test data
is the selection of a model with the most generalization
capability.

*e statistical measures used to evaluate the perfor-
mance of different predictive models are the Mean Error
(ME), Mean Absolute Error (MAE), Mean Squared Error
(MSE), Root Mean Squared Error (RMSE), Average Abso-
lute Error (AAE), Model Efficiency (EF), and Variance
Account Factor (VAF) that are defined as Equations (4)–(8)
[47]:

ME �
1
n



n

i�1
Pi − Oi( , (4)

MAE �
1
n



n

i�1
Pi − Oi


, (5)

MSE �
1
n



n

i�1
Pi − Oi( 

2
, (6)

RMSE �
1
n



n

i�1
Pi − Oi( 

2⎡⎣ ⎤⎦
1/2

, (7)

AAE �


n
i�1 Oi − P( /Oi




n
× 100. (8)

3.3. Empirical Model Development Using ANNs and TSO.
As mentioned in Section 3.1, there are 9 parameters influ-
encing the shear strength of reinforced concrete T-beams.
So, the artificial neural networks trained will all have 9
neurons in the input layer, and one neuron in the output
layer as shown in Figure 2. Feed-forward networks, as de-
scribed in Section 2.1, were used for ANNs.

*e overfitting phenomenon affects artificial neural
networks. An overfitted network is highly accurate in the
training phase but is unable to produce a good performance
on test data not encountered before and therefore does not
have generalization capability. In order to minimize the
overfitting effects, data were randomly divided into two sets,
as recommended in literatures [26, 46]. 70% (174 cases) were
used to train the network, and the remaining 30% (74 cases)
were used to test the performance of the network.

*e number of hidden layers and total neurons in hidden
layers is problem-dependent for an artificial neural network

Data Collection

Start ANN Optimization Compare
Models

Statistical
Model Finish

Effective Input Variable
Determination in Models

Using networks with one and
two hidden layers

Tabu Search Algorithm (TSA)
Imperialist Competitive

Algorithm (ICA) Particle
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Multi Linear Regression Using statistical indicators to
select the best models

Compare Models
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Figure 1: Outline of the paper.
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Figure 2: Architecture of the optimum artificial neural network
used in this study with 9 input neurons, 16 neurons in the hidden
layer, and one neuron in output layer.
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model [48]. A trial-and-error approach was therefore used to
obtain the optimal architecture, i.e., the architecture that
best represents data. Equation (9) provides a commonly used
heuristic for the total number of neurons of an artificial
neural network by using Equation (9) [49]:

NH ≤ 2NI + 1, (9)

where NH is the number of hidden layer nodes, and NI is the
number of inputs. Since the number of effective parameters
is 9, the empirical equation suggests that the number of

Select Tabu
search parameters

Stop criterion
reached?

Finish

No

Yes Yes

Choose next best
solution if allowed

Pick best solution

Select random
initial

solution Wcur

Calculate cost for
each neighbor

Is solution
Tabu?NoUpdate Tabu lists

Create
neighborhood by

changing
wi in Wcur

Figure 3: Flowchart of the tabu search training algorithm.

Table 1: Descriptive statistics of collected experimental data.

Parameter Unit Type Max Min Average STD
bw mm Input 457.00 50.00 204.21 89.20
d mm Input 1200.00 198.00 425.21 217.44
hf mm Input 152.00 0.00 36.95 47.37
b mm Input 1200.00 125.00 387.14 222.27
a/d Input 5.40 2.53 3.45 0.56
fc0 MPa Input 125.00 10.00 44.01 22.47
ρsl % Input 15.61 0.49 3.10 2.16
ρst × fst,y – Input 9.60 0.00 1.18 1.48
kf – Input 1.50 1.00 1.10 0.13
V kN Output 1330.00 33.00 255.93 224.12
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Figure 4: Shear strength distribution of experimental data.
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hidden layer nodes can be chosen to be less than 19.
*erefore, different architectures having one and two hidden
layers and less than a total of 19 neurons were trained. A total
of 30 different ANN architectures were trained, and the
selected architectures are given in Table 2. *e hyperbolic
tangent and the logistic functions were chosen as the acti-
vation function of the hidden layers, and identity function
was chosen as the activation function of the output layer.

*e process of adjusting the weights and biases of an
artificial neural network, i.e., training, is a minimization
process, where the optimal solution is one with weights and
biases that minimize the cost function, i.e., the prediction
error of the network. To this end, the tabu search training
(TST) algorithm described in Section 2.2 was applied.
MATLAB [50] software package was used to code the ANNs
and tabu search training algorithm. *e optimum param-
eters of the tabu search training algorithm were found using
trial-and-error, and the parameters used for training various
ANN architectures are given in Table 3.

4. Results

4.1. Empirical Model Evaluation. As described in Section 3,
30 different architectures of artificial neural networks
(ANNs) having one and two hidden layers were trained
using the tabu search training (TST) algorithm. *e net-
works had the hyperbolic tangent, and logistic function as
the activation function of the hidden layers, and the acti-
vation function of the output layer was chosen to be the
identity function. In the remaining sections, the ANNs will
be referred to by designation ANN-ALG nL (n1 − n2), where
ALG designates the training algorithm used, nL signifies that
the ANN has n hidden layers, and n1 and n2 designate the
number of neurons in the first and second hidden layers,
respectively.

Of the 30 models trained to predict the shear strength of
reinforced concrete T-beams, the top four based on their
values of Mean Squared Error (MSE) were chosen. *e
ANNs along with their performance measures on training
data are given in Table 4, and the performance measures on
testing data of the same top four networks are given in
Table 5.

Referring to Table 5, the network ANN-TST 2L (9-5) has
the least values of MSE (and RMSE) for testing data;
therefore, it is chosen as the top model trained using the TST
for further analysis. *e activation function of this model is
the hyperbolic tangent function. On training data, ANN-
TST 2L (9-5) has AAE, MSE, R2, RMSE, and MAE values of
0.07, 520.70, 0.9903, 22.82, and 14.16, respectively.

For testing data, ANN-TST 2L (9-5) has AAE, MSE, R2,
RMSE, and MAE values of 0.16, 2217.08, 0.9475, 47.09, and
32.72, respectively. It should be noted that the error metrics
for training and testing data were calculated using the data
values in the original range of the variables and not in the
normalized range of [− 1 1] as is sometimes used in literature.

For a visual representation of the performance of ANN-
TST 2L (9-5), the predicted values of the empirical model vs.
their values found from experiment are depicted in
Figures 5–7 for training data, testing data, and all data,

respectively. It is evident that the values predicted by the
model are close to the line y� x, signifying the accuracy of
the model. *e comparison between experimental results
and ANN-TST 2L (9-5) predictions on testing data is dis-
played in Figure 8.

4.2. Comparison with Other Methods. To evaluate the per-
formance of tabu search training algorithm for training an
artificial neural network for the purpose of predicting the
shear strength of reinforced concrete T-beams, three dif-
ferent models are also developed. One artificial neural

Table 2: Trained artificial neural network architectures.

Num Topology Num Topology Num Topology
1 4-4 11 6-4 21 8-4
2 4-5 12 6-5 22 8-5
3 4-6 13 6-6 23 8-6
4 4-7 14 6-7 24 8-7
5 4-8 15 6-8 25 8-8
6 5-4 16 7-4 26 9-4
7 5-5 17 7-5 27 9-5
8 5-6 18 7-6 28 9-6
9 5-7 19 7-7 29 9-7
10 5-8 20 7-8 30 9-8

Table 3: Optimum tabu search algorithm parameters used in
training artificial neural network models.

Algorithm Parameter Value

Tabu search algorithm

Maximum iterations 100
K 2

Lower bound 0
Upper bound 0.001

Tabu value list size 10
Bound increment 0.001

Tabu increase decrease list size 12
Tabu frequency list size 5
Maximum frequency 10

Table 4: Error metrics of the top four artificial neural networks on
training data.

Network designation MAE MSE RMSE AAE
ANN-TST 2L (9-5) 14.16 520.70 22.82 0.07
ANN-TST 2L (6-8) 16.73 590.98 24.31 0.09
ANN-TST 2L (9-4) 62.82 8292.82 91.06 0.34
ANN-TST 2L (5-7) 22.90 1117.06 33.42 0.11

Table 5: Error metrics of top four artificial neural networks on
testing data.

Network designation MAE MSE RMSE AAE
ANN-TST 2L (9-5) 32.72 2217.08 47.09 0.16
ANN-TST 2L (6-8) 38.40 4281.70 65.43 0.16
ANN-TST 2L (9-4) 67.37 7757.97 88.08 0.37
ANN-TST 2L (5-7) 45.63 8438.66 91.86 0.19
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Figure 5: Target (experimental) versus predicted values of shear strength for ANN-TST 2L (9-5) model using training data.
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Figure 6: Target (experimental) versus predicted values of shear strength for ANN-TST 2L (9-5) model using testing data.
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Figure 7: Target (experimental) versus predicted values of shear strength for ANN-TST 2L (9-5) model using all data.
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network model is trained using the imperialist competitive
algorithm (ICA), one trained using the particle swarm
optimization (PSO) algorithm, one multivariable linear
regression model, and ACI standard code.

4.2.1. Imperialist Competitive Algorithm Model. *e ANN-
ICA 2L (9-5) architecture was trained using the imperialist
competitive algorithm (ICA), and the optimum ICA pa-
rameters used to train the network were found by trial-and-
error, and their values are given in Table 6. Compared to
TST-trained neural network, this network has much higher
prediction error. For a visual representation of the perfor-
mance of this model, the predicted values of shear strength
vs. their experimental values are shown in Figure 9. It is
evident that the points on the plot are much farther from the
y� x line in comparison to the ANN-TST 2L (9-5) model.

4.2.2. Particle Swarm Optimization Model. *e same ANN-
PSO 2L (9-5) architecture was used to train the network

using particle swarm optimization (PSO) algorithm, the
optimum PSO parameters used to train the network were
found by trial-and-error, and their values are given in Ta-
ble 6. Compared to ICA-trained network, this model per-
forms relatively better; however, compared to TST-trained
neural network, it has much higher prediction error. *e
performance of this model is visually represented in Fig-
ure 10 that depicts the predicted values of shear strength vs.
their experimental values.

4.2.3. Multiple Regression Model. A Multiple Linear Re-
gression (MLR) model [51] was developed as a classical
model to provide an easy-to-use model. *e model was
developed in Minitab 19 software package using the same
data. *e influence of each variable can be approximated by
checking the values of regression coefficients [52, 53]. *e
resulting regression equation (10) is

V � 560 + 1.17bw(  +(0.144 d) + 2.27hf  +(0.0296b) − (26.9 a/d) + 1.35fc
′(  + 25.9ρsl(  + 78.5ρst.fst,y  − 763kf. (10)

where b is the flange width, hf is the flange thickness, fc
′ is the

concrete compressive strength, bw is the web width, d is the
effective depth, fst,y . ρst is the yield stress of stirrups times
transverse reinforcement ratio, a/d is the shear span-to-
depth ratio, ρsl is the flexural reinforcement ratio, and kf is
the coefficient.

4.2.4. ACI-318. *e model presented by the ACI 318-14
standard code estimates the shear strength of RC beams.
However, it does not provide any information concerning
their rotation capability. In this case, the nominal shear
resistance is reached:

Vc � ∅ × 0.17 × c × fc
′ × 0.5 × bw × d( , (11)

where Vc is the shear resistance; ∅ � 0.75; λ � 0.75 for
lightweight concrete and 1 for normal weight concrete; fc is
the 28-d cylinder compressive strength of concrete in MPa;
bw is the web width; d is the effective depth of the beam in
mm.

Compared to TST-trained, PSO-trained, and ICA-
trained ANNs, multiple linear regressionmodel performs far
less accurately. *e experimental vs. predicted values of
these models on all data are depicted in Figures 10–12.

A useful diagram for evaluating the performance of
ANN-TST is the Taylor diagram depicted in Figure 13. *e
Taylor diagram depicts the adequacy of model based on root
mean square centered difference, the correlation coefficient,
and the standard deviation [54].
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Figure 8: Comparison between the experimental results and ANN-TST 2L (9-5) predictions for testing data.
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*e statistical indices of ME, MAE, MSE, RMSE, AAE,
EF, and VAF on all data for ANN-TST 2L (9-5), ANN-PSO
2L (9-5), ANN-ICA 2L (9-5), ACI, and the multiple linear
regression model are given in Table 7. Comparing these
values, the top performing empirical model is the ANN-TST
2L (9-5), the second-best performingmodel is the ANN-PSO
2L (9-5) model, multiple linear regression, and ANN-ICA
2L(9-5), and the least accurate model is the ACI standard
code.

4.3. Sensitivity Analysis. Because of the improved results in
ANN-TST 2L (9-5) model relative to ANN-PSO 2L (9-5),
ANN-ICA 2L (9-5), and multiple linear regression model,
the sensitivity analysis for determining the relative contri-
bution of each of the 9 input variables was performed using
this analytical model. *e profile method proposed by Lek
[53, 55] was implemented in MATLAB [50] software
package and used for sensitivity analysis. *is approach is
based on analyzing each of the inputs while holding others

Table 6: Optimum ICA and PSO parameters used in training artificial neural network models.

Optimum parameters of imperialist competitive algorithm Optimum parameters of particle swarm
optimization

Number of countries Number of imperialists Number of decades Swarm size Iterations C1 C2
500 50 150 100 150 2 2

y = 0.8293x + 41.822
R2=0.8259
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Figure 9: Target (experimental) versus predicted values of shear strength for ANN-ICA 2L (9-5) model using all data.
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Figure 10: Target (experimental) versus predicted values of shear strength for ANN-PSO 2L (9-5) model using all data.
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fixed. *e input variable ranges were divided into several
equal intervals called the scale. While setting the values of
other variables to m different fixed values, the output of the
network was calculated for the entire range of the selected
variable, which resulted in m groups of outputs. Eventually,
m groups of outputs were combined by calculating the
median output for every single input case. *e fixed values
selected for each of the variables were their min, Q1, median,
Q3, and max. *e implementation and the theory are clearly
explained by Lek [53, 55]. In this study, the 192 scale was
used as suggested by Lek [53, 55].

*e relative importance and contribution of ex-
planatory variables (9 inputs) on the response variable
(shear strength of reinforced concrete T-beams) were
calculated, and the resulting contribution is plotted in
Figure 14. *e most influential parameter is ρst × fst,y,
where 25% of the variation in the response variable is

attributed to it. *e next three most influential param-
eters are hf, bw and d that are 23%, 22%, and 15%. *e
least influential parameters are shear span-to-depth ratio
(a/d) that is 1%.

4.4. Predictive Model and ANN Weights. *e top empirical
model produced in this study is the ANN-TST 2L (9-5). *is
model is not useful for the end user unless its source file is
provided to them. So, in this section, the weights and biases
of this network are provided. As mentioned in Section 3.1,
the input data to the network must be first normalized using
Equation (3) and using the maximum and minimum values
given in Table 1 for each variable, and the output of the
network must be denormalized using Equation (14). *e
input is a 9×1 vector called a(1). *e shear strength is
calculated using equations (12)–(14):

y = 0.8535x + 37.201
R2 = 0.8557
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Figure 11: Target (experimental) versus predicted values of shear strength for multiple linear regression model using all data.

y = 1.0797x + 100.4
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Figure 12: Target (experimental) versus predicted values of shear strength for ACI-318 model using all data.
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Figure 13: Taylor diagram visualization of model performance, in terms of shear strength.

Table 7: Error metrics of top ANN-TST, ANN-PSO, ANN-ICA, and MLR models on all data.

Network designation RMSE AAE R2 y � ax + b

ANN-TST 2L (9-5) 32.04 0.10 0.9795 y� 0.9793x+ 3.9622
MLR 84.96 0.34 0.8557 y� 0.8535x+ 37.201
ACI 478.63 0.96 0.214 y� 1.0797x+ 100.4
PSO-ANN 2L (9-5) 70.84 0.34 0.9002 y� 0.9117x+ 18.152
ICA-ANN 2L (9-5) 93.35 0.36 0.8259 y� 0.8293x+ 41.822
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Figure 14: Relative contribution of input parameters on the shear strength of reinforced concrete T-beams.
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where tanh is the hyperbolic tangent function, vpredicted is the
predicted value of shear strength, and vmax and vmin are the
minimum and maximum shear strength values in database

given in Table 1. *e weight (θ) and bias (b) matrices are as
follows:

θ(1)
� 10− 1

×

0.048 0.035 − 0.538 − 0.288 − 0.218 − 0.411 0.268 0.797 − 0.373

− 0.126 0.085 0.306 − 0.309 0.147 0.398 − 0.046 0.153 − 0.321

0.088 − 0.269 0.113 − 0.462 − 0.044 − 0.188 − 0.385 − 0.653 − 0.632

− 0.230 0.360 0.404 0.281 − 0.096 0.076 − 0.301 − 1.320 0.289

− 0.229 − 0.151 − 0.532 0.062 0.118 − 0.559 0.348 0.721 − 0.042

0.513 0.541 0.536 0.352 0.077 0.404 0.710 0.812 − 0.704

− 0.207 − 0.957 − 0.057 − 0.339 0.012 0.308 0.220 0.015 0.203

0.184 − 0.300 0.291 0.375 0.254 0.102 − 0.030 0.050 − 0.268

0.083 0.121 0.311 0.002 0.167 0.253 − 0.482 − 0.666 − 0.511

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

θ(2)
� 10− 1

×

0.459 0.246 − 0.737 − 0.252 − 0.543 0.488 − 0.239 − 0.422 0.100

− 0.005 − 0.187 0.354 0.578 0.415 − 0.071 0.459 − 0.043 0.093

0.484 0.389 − 0.136 − 0.795 − 0.621 0.449 − 0.222 − 0.067 0.451

− 0.612 − 0.335 0.444 − 0.061 − 0.243 − 1.124 − 0.329 0.199 0.283

− 0.364 0.139 0.450 − 0.234 − 0.373 − 0.211 0.273 0.057 − 0.348

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

θ(3)
� 10− 1

× 1.252 − 0.492 0.816 − 1.193 − 0.313 ,

b1 � 10− 1
× 0.030 − 0.544 − 0.861 0.351 0.884 0.356 0.463 − 0.623 0.318 ,

b2 � 10− 1
× 0.935 0.172 0.535 − 0.197 − 0.239 ,

b3 � 10− 1
×[0.092].

(15)

5. Conclusion

To assess the feasibility of using Tabu Search Training (TST)
algorithm to train Artificial Neural Networks (ANNs) for
predicting the shear strength of reinforced concrete speci-
mens, 248 experimental test results were collected from
published results. After training the artificial neural network
model with the lowest MSE on test dataset was selected, a
sensitivity analysis was conducted on the model, and to
assess its accuracy, other ANNmodels trained using particle
swarm optimization and imperialist competitive algorithm
were employed. *e analysis of the results suggests the
following:

(1) *e trained ANN-TST 2L (9-5) model predicted the
shear strength more accurately than other artificial
neural networks. *e mean squared error and model
efficiency of this model on test data were 2217.08 and
0.9475, respectively.

(2) A multiple regression model was provided as an
easy-to-use model to predict the shear strength.

(3) An imperialist competitive algorithm-based and a
particle swarm optimization-based artificial neural
network were trained using the same data. *e
comparison of ANN-TST 2L (9-5), ANN-ICA 2L (9-
5), ANN-PSO 2L (9-5), ACI code, and multiple

regression models suggests that the TST-based ANN
is the most accurate, followed by particle swarm
optimization-based and imperialist competitive al-
gorithm-based ANNs, and then the multiple re-
gression model.

(4) *e shear design formula of ACI-318-2019 was
also investigated, and its accuracy was compared
with that of ANN-TST 2L (9-5) model. *e Tabu
Search based ANN was shown to be superior in
accuracy.

(5) Sensitivity analysis results suggest that the top three
most influential parameters on shear strength of
reinforced concrete T-beams are flexural reinforce-
ment ratio, effective depth, and web width. *e least
influential parameters are shear span-to-depth ratio
and concrete compressive strength.

(6) A predictive model based on the weights and biases
of the top trained model, ANN-TST 2L (9-5), was
provided to make the trained model available
without the need for a computer source file.
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