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1. Introduction

With the increasing applications of artificial intelligence (AI) in various industries, construction engineering and management are experiencing a rapid digital transformation [1], and civil engineering also benefits a lot from AI-based methods inevitably. Computer vision is an important branch of AI-based techniques and provides new ideas and novel solutions for SHM. In recent years, computer vision-based methods have been widely applied in several aspects, from laboratory tests to realistic structures, mainly including crack detection, displacement monitoring, system identification, vehicle load identification, and so on [2].

In order to evaluate the structural performance and safety condition, external loads and structural responses are often measured to obtain the dynamic and static characteristics of the structure. Displacement is of vital importance among all the measured indicators because other indicators such as the bearing capacity, the deflection, the load distribution, and the modal parameters can be calculated indirectly from the displacement [3]. In conventional SHM systems, the cumbersome installation of expensive hardware is often required, such as different types of monitoring sensors and data acquisition devices [4], and megabytes of data need to be preprocessed and analyzed so as to evaluate the actual state of the structure [5].

In recent years, CV-based displacement monitoring methods have been emerging with the rapid development of computer vision and optical devices. Compared with conventional techniques, CV-based displacement monitoring methods are noncontact and have such advantages as real-time detection, long-term stability, remote monitoring capability, controllable image-taking speed, and data archiving applications [6]. However, CV-based methods face the challenge of long-distance monitoring, and the monitoring accuracy is often influenced by environmental factors, such as wind, vibration, temperature, airflow, and mist. Even so, CV-based displacement monitoring methods are
continuously improved and have been widely applied to identify the modal parameters of structures [7–11].

Regarding the CV-based displacement monitoring system, the videos of structural vibration are first collected by cameras and then discretized to successive frames. After that, the targets in each frame will be tracked by the target tracking algorithm to calculate the target displacement in the image coordinate system. Once the projection transforming from the world coordinate system to the image coordinate system and determining through camera calibration, the actual displacement of targets can be easily calculated from the successive image frames. The CV-based monitoring methods mainly include the following four aspects: camera calibration, feature extraction, target tracking, and displacement calculation. Target tracking is regarded as the key in the whole process and can be generally categorized into four types according to the features to be tracked: template matching, feature point matching, optical flow estimation, and shape-based tracking. In contrast, camera calibration and displacement calculation are relatively simple in practical applications.

Specifically, the template matching for target tracking has been applied to monitor the displacement response and identify the modal characteristics [7, 8, 12], the effectiveness of which is also validated by the experimental results. In terms of feature point matching, references [13, 14] used digital image processing techniques to extract the feature points and monitor the displacement. In the frequency domain, the natural frequency and mode shape of structures can be accurately identified. Many scholars have presented the practical applications of optical flow estimation for displacement monitoring and system identification. Khaloo and Lattanzi [15] employed the combination of parametric video stabilization, 3D denoising, and outlier robust camera motion estimation to mitigate the effects of camera motion and video encoding artifacts and assessed four canonical optical flow algorithms. Hoskere et al. [16] presented a new approach to facilitate the extraction of frequencies and mode shapes of full-scale civil infrastructure from video obtained by an unmanned aerial vehicle and directly addressed a number of difficulties associated with modal analysis of full-scale infrastructure using CV-based methods. Dong et al. [17] proposed a novel structural displacement measurement method using deep learning-based full-field optical flow methods and investigated the image collection, tracking, and nonuniform sampling in the experimental data so as to obtain more accurate displacement measurements. However, the monitoring accuracy of the above research only reaches the pixel level and the subpixel localization refinement is less studied. Regarding the shape-based tracking strategy for target tracking in displacement monitoring, Han et al. [18] used digital image processing techniques to extract the rings from the background and measure the displacement of a reinforced concrete frame structure model with infill walls in a large-scale shaking table test. Shan et al. [19] utilized a Canny-Zernike combination algorithm to attain the pixel edge of a circular target and conducted a free vibration test of a stayed-cable model in the lab. Chen et al. [20] developed a CV-based dynamic displacement test method based on the circle detection algorithms and applied it to the large-scale shaking table tests. In addition, they suggested the applicable scopes of the Hough transform circle detection algorithm and optimal fitting circle detection method.

Although CV-based methods are increasingly applied in the field of SHM, there still lacks a thorough comparison of different target tracking strategies in both time and frequency domain. To this end, the accuracy comparison of displacement monitoring based on target tracking strategies of template matching and Hough circle transform is carried out in this paper. In addition, the quadratic surface fitting method is introduced to achieve the subpixel level accuracy. The displacement result monitored by the laser transducer system is regarded as the ground truth, and the modal parameters identified from the monitored displacement time history are compared with those calculated from the finite element analysis (FEA). The outline of this paper is as below: Section 2 introduces the general procedure of CV-based methods for displacement monitoring and the basic principles of template matching and Hough circle transform; Section 3 introduces the subpixel localization refinement based on quadratic surface fitting; Section 4 presents the validation experiment of displacement monitoring of a cantilever plate with three artificial targets and compares the displacement time history curves monitored by CV-based methods and laser transducer, as well as the identified and calculated modal parameters; Section 5 concludes the work of this paper and looks forward to the prospects of the future research.

2. General Procedure of CV-Based Displacement Monitoring

The general procedure of CV-based displacement monitoring includes the camera calibration, the selection of the region of interest (ROI), the feature extraction, and the displacement calculation [21]. The camera calibration determines the projection relationship between the world coordinate and image coordinate by modeling the camera as a pinhole. The ROI selection fixes the regions containing the unique feature or texture in the structural surface [22]. The feature extraction extracts the specific features from ROIs, such as the artificial targets attached to the structure or the texture and image feature of the structural surface. The target tracking intends to track the extracted features in the ROIs and determine the coordinates of the features in different frames. Finally, the image displacement can be transformed into the actual displacement based on the camera calibration.

In the abovementioned steps, target tracking is the key [23]. Target tracking algorithm should be chosen according to the features to be extracted and the convenience of measurement. In this paper, two visual tracking strategies, namely template matching and Hough circle transform, are described and selected for CV-based displacement monitoring.
2.1. Camera Calibration. In general, the camera should be calibrated before the target tracking to determine the relationship between the world coordinate and the image coordinate. The projection geometry of the object and its image counterpart is presented in Figure 1 [21]. According to the dimension of the calibration object, camera calibration methods include the self-calibration [24], 1D line based calibration [25], 2D plane-based calibration [22], 2.5D coding target-based calibration [26], and 3D reference object based calibration [27]. In the scope of SHM, simplified methods are often used to find the mapping relation between image coordinates and world coordinates. This paper uses the scaling factor (SF) [21] to calculate the actual displacement.

In the plane determined by the camera and the direction of ROI movement, the SF can be estimated by equation (1) when there is an angle between the optical axis and the normal direction of ROI movement [10]. In the expression, \( \theta \) is the intersection angle, \( f \) is the focal length of the camera, \( D \) is the distance between the object and the camera, \( x_A^i \) and \( x_B^i \) are the image coordinates of point \( A \) and \( B \), \( I_A^i = x_A^i/d_{pixel} \) and \( I_B^i = x_B^i/d_{pixel} \), in which \( d_{pixel} \) is the pixel size (mm/pixel).

\[
SF = \frac{1}{I_A^i - I_B^i} \left( \frac{Dx_A'}{f \cos^2 \theta - x_A' \cos \sin \theta} - \frac{Dx_B'}{f \cos^2 \theta - x_B' \cos \sin \theta} \right) \tag{1}
\]

If the angle \( \theta \) is small enough (\( \sin \theta \approx 0 \)), equation (1) can be further simplified into the following:

\[
SF = \frac{D}{f}d_{pixel}. \tag{2}
\]

2.2. Feature Extraction and Visual Tracking. In CV-based SHM, ROI is often used for feature extraction and visual tracking [28]. In terms of template matching, the template image that includes the artificial target is chosen in advance as the feature to be tracked. However, the Hough circle transform detects the circle shape in ROI. Regarding the visual tracking, the template matching algorithm determines the target locations in the successive frames, while the Hough circle transform detects the centroid of the circles. Figure 2 shows the schematic of the artificial target used in this paper, with a simple texture on the target surface. The distinct difference between the target texture and the red background is a benefit for the template matching, while the circle outline is suitable for the Hough circle transform. Target tracking obtains the image locations of the targets in different frames, and the actual displacements of the targets can be calculated by multiplying the image displacement by the scaling factor SF.

2.2.1. Template Matching. The basic idea for the template matching algorithm is sliding the template image on the successive frames and finding the locations of the most similar subimage, as shown in Figure 3. First, a subimage

![Figure 1: Determination of scaling factor.](image1)

![Figure 2: The schematic of the artificial target (mm).](image2)
(4) Correlation coefficient:
\[
\alpha_{\text{coeff}}(x, y) = \sum_{x', y'} (T'(x', y') \cdot I(x + x', y + y')).
\] (6)

(5) Normalized correlation coefficient:
\[
\alpha_{\text{coeff}}(x, y) = \frac{\sum_{x', y'} (T'(x', y') \cdot I(x + x', y + y'))}{\sqrt{\sum_{x', y'} I'(x', y')^2 \cdot \sum_{x', y'} I(x + x', y + y')}}.
\] (7)

\(T'(x', y')\) is the gray value of the template image at \((x', y')\) pixel; \(I(x', y')\) is the gray value of the successive image at \((x, y)\) pixel. In equations (6) and (7), \(T'(x', y')\) and \(I(x + x', y + y')\) can be, respectively, expressed by the following:
\[
T'(x', y') = T(x', y') - \frac{1}{w \cdot h} \sum_{x_n, y_n} T(x_n, y_n),
\]
\[I(x + x', y + y') = I(x + x', y + y') - \frac{1}{w \cdot h} \sum_{x_n, y_n} I(x + x_n, y + y_n).\] (8)

In the above indicators, \(\alpha_{\text{sq-diff}}\) and \(\alpha_{\text{nsq-diff}}\) get the best match at the minimum, the rest of the indicators get the best match at the maximum [29]. \(\alpha_{\text{sq-diff}}\) calculates the Euclidean distance between the template image and its overlapped counterpart as the similarity measurement, which is the most intuitive indicator and is easy to calculate. \(\alpha_{\text{nsq-diff}}\) is the normalized version of \(\alpha_{\text{sq-diff}}\); they all get the minimum when the subimage of the successive frame matches the template best. \(\alpha_{\text{normcorr}}\) calculates the normalized correlation between the template and its overlapped part of the successive frame, the maximum indicates the best match. \(\alpha_{\text{coeff}}\) removes the mean intensity of the template and the overlapped part in the successive image. \(\alpha_{\text{normcoeff}}\) is the normalized version of \(\alpha_{\text{coeff}}\). All the above template matching methods have been implemented in the open software library OpenCV.

2.2.2. Hough Circle Transform. The Hough circle transform detects the circle outline of the artificial targets in the ROI of each frame by the following two steps: (1) finding the circle center and (2) determining the radius [30]. Because the center locates along the gradient direction of the edge, the edges of the target in the ROI are detected first. Then, the common intersection point of these gradient directions identifies the center \((a, b)\) of a circle, as shown in Figure 4. Distance between the center and the edge point \((x, y)\) can be calculated, and the most frequently occurred distance is taken as the radius according to the circle equation \((x - a)^2 + (y - b)^2 = r^2\). If any other centers are detected in an image, the radius can also be calculated in the same way. All the circles in the video frames can be tracked after the determination of their centers and radius.

In OpenCV, the Hough circle transform algorithm uses the Canny method to detect edges [31], and the grayscale gradient threshold must be set by the user in advance. The common intersection point of the gradient direction will be chosen as the actual center if the number of different gradient directions for the same center exceeds a predetermined threshold. To avoid detecting error centers in the neighborhood, the minimum distance between centers is also determined in advance. In the step of radius calculation, if the distance between the center and the edge point falls in the predetermined interval, the most frequently occurred distance is the radius. The additional constraints for center detection and radius calculation in OpenCV make the Hough circle transform preciser for target tracking.

3. Subpixel Localization Refinement
After the template image is extracted in the \(i\)-th image frame through the template matching algorithm by different similarity measurement indicators, the calculated horizontal and vertical distances toward the object in the first image frame will be integral numbers of a pixel. However, this assumption is not always true in real situation, which inevitably brings measurement error. In other words, the distance between the shifted template and the object image can be regarded as noninteger numbers of a pixel. In order to improve the accuracy of CV-based monitoring methods,
quadratic surface fitting is adopted for subpixel localization refinement:

\[ S(x, y) = ax^2 + bxy + c y^2 + dx + ey + f. \]  

(9)

Considering the fitting accuracy and the complexity and quantity of computation, the point with the maximum similarity and the surrounding eight points are used to realize the quadratic surface fitting, namely:

\[
\begin{bmatrix}
S(-1, 1) & S(0, 1) & S(1, 1) \\
S(-1, 0) & S(0, 0) & S(1, 0) \\
S(-1, -1) & S(0, -1) & S(1, -1)
\end{bmatrix}
\begin{bmatrix}
a(x_i, y_j + 1) \\
a(x_i, y_j) \\
a(x_i, y_j - 1)
\end{bmatrix}
\begin{bmatrix}
a(x_i + 1, y_j + 1) \\
a(x_i + 1, y_j) \\
a(x_i + 1, y_j - 1)
\end{bmatrix} = 0.
\]  

(10)

The extreme point of the quadratic surface equation can be then calculated when the derivatives with respect to \( x \) and \( y \) are both zero:

\[
\begin{aligned}
\frac{\partial S(x, y)}{\partial x} &= 2ax + b y + d = 0, \\
\frac{\partial S(x, y)}{\partial y} &= bx + 2cy + e = 0.
\end{aligned}
\]  

(13)

Finally, the refined location of the extreme value can be solved as follows:

\[
\begin{aligned}
x_s &= \frac{2c d - be}{b^2 - 4ac}, \\
y_s &= \frac{2ae - bd}{b^2 - 4ac}.
\end{aligned}
\]  

(14)
Since the values of the similarity matrix around the maximum are quite close to each other, a normalized operation should be performed first. In order to verify the subpixel localization refinement graphically, the original best-matching pixel point and the neighboring eight points are shown in Figure 5(a), in which the similarity indicator $\alpha_{ncorr}$ is used. The calculated quadratic surface is presented in Figure 5(b). The new extreme point $(0.2798, -0.4549)$ marked with a solid green star can be considered as a better estimation of the best-matching location, and the above method can be easily applied to template matching and edge detection.

4. Experimental Setup and Monitoring Results

4.1. Experimental Setup. An experiment is designed to validate the CV-based displacement monitoring method, as shown in Figure 6. Three artificial targets are fixed on the top of an aluminum alloy cantilever plate. The left end of the cantilever plate is fixed. The length of the cantilever plate is 1 m, the size of the cross-section is $(2 \times 50)$ mm, the density is 2810 kg/m³, and the elastic module is 64.3 GPa. The artificial targets are three mental circle plates with a diameter of 25 mm, as shown in Figure 2. The targets are fixed on the top of the cantilever and their detailed locations are shown in Figure 7. A smartphone is used to collect the motion video in the horizontal direction, and the distance from the camera to the beam is 1.5 m. The laser measurement system is used as the reference, including three laser displacement sensors and a data acquisition device. The information of the main experimental instruments is listed in Table 1.

The free vibration of the cantilever plate is excited by the initial displacement so as to identify relatively high-order vibration modes. After releasing the initial displacements, the camera collects the vibration video and the measurement system starts to monitor the displacement of three targets simultaneously. The collected video is then analyzed by template matching algorithm and Hough circle transform algorithm, respectively, to obtain the target displacement and identify the modal parameters.

![Figure 5: Example of the quadratic surface fitting refinement. (a) Nine normalized cross-correlation values for curve fitting. (b) The fitted quadratic surface.](image)

![Figure 6: Layout of experiment setup.](image)

![Figure 7: Locations of targets.](image)

<table>
<thead>
<tr>
<th>Main device</th>
<th>Model Type</th>
<th>Related parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Camera</td>
<td>iPhone 7 plus</td>
<td>FPS 60 Hz, Resolution $1920 \times 1080$</td>
</tr>
<tr>
<td>Laser displacement sensor</td>
<td>Panasonic HG-C1200</td>
<td>Sampling frequency 55.86 Hz</td>
</tr>
<tr>
<td>Data acquisition device</td>
<td>USB DAQ-280G</td>
<td>Resolution 24 bit</td>
</tr>
</tbody>
</table>
Figure 8: Displacement monitoring results of target: (a) $T_0$, (b) $T_1$, and (c) $T_2$. 
Figure 9: Displacement amplitude spectrum of target: (a) $T_0$, (b) $T_1$ and (c) $T_2$. 
4.2. Displacement Monitoring Results. In the procedure of CV-based displacement monitoring methods, the precision of target tracking will directly influence the final monitoring result. When template matching is used to track the targets, different similarity measurement indicators may obtain different image locations of the targets for the same frame. In this experiment, the five different indicators expressed in equations (3)–(7) are used for the template matching. In this context, the mismatched frame means that the matched image range does not contain the complete target. When the template matching $\alpha_{\text{sq-diff}}$ is applied, three targets can be correctly detected in all the frames. For the template matching $\alpha_{\text{coeff}}$, 20 error detections occur when tracking the target $T_0$. Regarding the template matching methods with the normalized indicators, they all match the targets but spend more time. Therefore, $\alpha_{\text{sq-diff}}$ is chosen as the similarity measurement indicator for template matching in this paper.

In terms of the Hough circle transform, some predetermined parameters will affect the results of circle detection. Thus, the parameters should be appropriately selected to guarantee that all the frames can be handled uniformly. After checking the tracking results, there are also some mismatched frames, which can be processed again by adjusting the parameter to make the tracking results more precise.

Since the actual size of the targets is known, the pixel size (mm/pixel) can be obtained after the targets are extracted in the frame, and then the displacement in the image coordinate (pixel) can be converted into that in the world.
coordinate (mm) through scaling factor expressed by equation (2). The displacement responses of the three targets are monitored and plotted in Figure 8. Due to the difference between the sampling frequency of the camera and the laser sensor, there exists a slight time lag between the CV-based method and the laser measurement system with the increase in time. However, the displacement amplitude of these three targets measured by the CV-based methods and the laser sensors are consistent.

4.3. System Identification. The displacement time history of the target \( T_i \) is denoted by \( x_i(t) \), which will be used to identify the structural mode. Based on the fast Fourier transform (FFT), \( x_i(t) \) is transformed into a Fourier spectrum \( X_i(f) \) where \( f \) is the frequency (Hz). With further mathematic operations, the amplitude spectrum \( |X_i(f)| \) and the imaginary spectrum \( \text{Im}[X_i(f)] \) can be obtained. Since the considered structure is simple, the natural frequencies can be obtained by the peak picking method and the vertical coordinates of the peaks are proportional to the corresponding modal shape. The normalized mode shape can be obtained after dividing by the modal displacement of \( T_0 \). For the \( n \)-th order modal shape, the modal displacement of the \( i \)-th measurement point \( S_i(f_n) \) can be determined according to the imaginary part spectrum:

\[
S_i(f_n) = \begin{cases} 
|X_i(f_n)| & \text{Im}[X_i(f_n)] > 0 \\
0 & \text{Im}[X_i(f_n)] = 0 \\
-|X_i(f_n)| & \text{Im}[X_i(f_n)] < 0
\end{cases}
\] (15)

Figure 9 shows the amplitude spectra of the monitoring results for three targets. In the frequency domain, the results of the CV-based methods agree well with those obtained by laser displacement sensors.

In addition, the theoretical modal frequencies are also calculated with the finite element method (FEM) and compared with those identified by measuring results, as listed in Table 2. The first two modal shapes identified and calculated by different methods are plotted in Figure 10.

5. Conclusions

In this study, the target tracking methods such as template matching and Hough circle transform used for CV-based SHM are introduced. Subpixel localization refinement based on quadratic surface fitting is introduced to improve the accuracy. The laboratory experiment is conducted to investigate the accuracy and robustness of the two tracking strategies. FFT is used to identify the structural modes through the peak picking method, and the identified experimental modes are compared with the theoretical modes calculated by FEM. The results of target tracking demonstrate that the similarity measurement indicator \( \alpha_{\text{QD-diff}} \) is robust and time-saving for template matching. Although wrong detections may occur in a small number of frames, the Hough circle transform is still a good choice for tracking circle shape. Through comparison with the displacement response monitored by the laser measurement system, template matching and Hough circle transform are capable of satisfying displacement measurement. In terms of system identification, the vibration modes identified and calculated by different methods are consistent. The experiment verifies that CV-based methods are robust and reliable in both time and frequency domain and could be applied for displacement monitoring and system identification.

Although good results can be obtained by the proposed method in an indoor validation experiment with a stable luminous environment, the camera of high quality and other algorithms eliminating negative effects of environments are required to monitor the displacement of targets in actual projects. In addition, the ROIs of image frames are chosen by manual in this paper, which will be complicated for complex structures with a large number of targets. Future research will focus on the self-adaptive selection of ROIs through the artificial intelligence method so as to extend the application scopes of the CV-based SHM method.
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