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#### Abstract

This study will solve the classical vehicle routing problem, the goal is to generate $k$ trips with the shortest distance for $h$ customers with predetermined locations and needs.. The proposed solution to the classical vehicle routing problem is a hybrid sine cosine algorithm. The sine cosine algorithm is hybridized with the grey wolf optimizer, which is used in combination with the methods of tournament selection, opposition learning, and the mutation and crossover method to build the optimal routing plan for the means of transporting cement. To demonstrate the advantages of the developed hybrid sine cosine algorithm, this algorithm is evaluated and compared with modern algorithms such as sine cosine algorithm, dragonfly algorithm, grey wolf optimizer, ant lion optimizer, particle swarm optimization, modified hybrid particle swarm optimization, genetic algorithm, and the doublepopulation genetic algorithm in case studies. The hybrid sine cos algorithm gives optimal results in these cases because it balances mining and exploration. Thus, the results of this study indicate that managers can use the developed hybrid sine cosine algorithm to create optimal vehicle routing plans to reduce transportation distances.


## 1. Introduction

The TSP problem is computationally complex [1]. In this problem, for $n$ cities, $1 / 2 \times(n-1)$ ! paths are possible. For example, if $n=16$, the number of possible paths is $6.54 \times 10^{11}$; thus, the number of paths is too high in the TSP. The VRP is an extension of the TSP; thus, the VRP has considerably high computational complexity.

In the classical vehicle routing problem, which is an extended version of the traveling salesman problem, the objective is to generate a set of $k$ trips with the shortest distance or minimum cost for $h$ customers whose locations and demands are predetermined. Each vehicle travels to and from a fixed location and satisfies some associated constraints. The vehicle routing problem can be solved using many methods, such as linear programming, genetic algorithm (GA), ant lion optimizer (ALO), dragonfly algorithm (DA), particle swarm optimization (PSO), modified hybrid particle swarm optimization (MHPSO), and double population genetic algorithm (DPGA).

The vehicle routing problem (VRP) is a classical NP-hard problem that is difficult to not only solve but also define. According to Laporte [2], the VRP cannot be precisely defined because of the diversity and complexity of the binding requirements in this problem (e.g., time, distance, cost, pick-up and delivery, and capacity). Therefore, studies should focus on the most important parameters such as distance [3], cost [4], and time and $\mathrm{CO}_{2}$ emissions [5] when solving the VRP. According to Liu et al. [6], the main difference between the traveling salesman problem (TSP) and VRP is that in the VRP, multiple routes can be created to pass through all nodes under the condition of limited vehicle capacity. Because of the VRP's complexity, almost all studies on this problem have attempted to solve it by using heuristic and meta-heuristic methods.

The VRP problem has attracted the attention of many authors because of its practical applicability. In fact, there cannot be a vehicle that can hold goods to deliver to customers when the number of customers is too large and the
goods are too bulky in size, while it may be assumed that such a vehicle exists, it remains an unattainable assumption to deliver goods on time to customers when multiple orders are placed at the same time. We know that each vehicle will have a certain capacity and load, so it is necessary to plan the routing of delivery vehicles to meet the daily needs of customers. Regardless of the method used, the researchers want to provide the optimal solution of the objective function: cost, distance, delivery time, and $\mathrm{CO}_{2}$ emissions, to deliver goods to customers from one repository [7, 8] or from multiple repositories $[9,10]$. The issue of optimizing $\mathrm{CO}_{2}$ emissions has been studied a lot in recent years $[6,11]$ because of global warming and countries starting to tax the amount of $\mathrm{CO}_{2}$ emissions from transport vehicles.

Nowadays, optimization algorithms are applied in many different fields. In recent years optimization algorithms are being developed rapidly such as the monarch butterfly optimization (MBO) [12], slime mold algorithm (SMA) [13], moth search algorithm (MSA) [14], hunger games search (HGS) [15], Runge-Kutta method (RUN) [16], colony predation algorithm (CPA) [17], weIghted meaN oF vectOrs (INFO) [18], Harris hawks optimization (HHO) [19, 20], improvement of trajectory tracking by robot manipulator based on a new cooperative optimization algorithm [21], optimal design of low computational burden model predictive control based on SSDA towards autonomous vehicle under vision dynamics [22], improved grey wolf optimizer based on opposition and quasi learning approaches for optimization [23], effective nonlinear model predictive control scheme tuned by improved NN for robotic manipulators [24], GSA-based design of dual proportional integral load frequency controllers for nonlinear hydrothermal power system [25], development of an IoT architecture based on a deep neural network against cyber attacks for automated guided vehicles [26], reliable deep learning and IoT-based monitoring system for secure computer numerical control machines against cyber-attacks with experimental verification [27], a multistrategy-enhanced sine cosine algorithm for global optimization and constrained practical engineering problems [28], optimal allocation of distributed generators in active distribution networks using a new oppositional hybrid sine cosine muted differential evolution algorithm [29], and sine cosine algorithm with multigroup and multistrategy for solving CVRP [30].

This study combines the sine-cosine algorithm with the grey wolf optimizer, combined with tournament selection, adversarial learning, mutation crossover, and other methods, to obtain the optimal path scheme for cement transportation creation. This combined algorithm is called the hybrid SCA (HSCA). The SCA with outstanding strength in expanding the search space and GWO algorithm with outstanding mining ability is used in the search for optimal results. The TS method improves the ability to select individuals in the population to run the algorithm. The OBL method enhances global discoverability and enhances local mining through the convergence acceleration parameter, the MCS method increases the chance of finding optimal results through transformability and improves the ability to discover. From there, the HSCA algorithm will help the VRP
problem achieve the best balance between the discovery and mining stages. The study will focus on the application of the HSCA algorithm to discover a routing plan for cement transport vehicles so that "the total delivery distance between the nodes is the shortest."

In this study, a new algorithm HSCA (SCA-GWO-OBLMCS) was created and used to solve the CVRP problem of distance optimization, saving logistics costs. HSCA has proven its improvement effectively compared to other algorithms by 2 case studies presented in Chapter 4.

## 2. Literature Review

The VRP has been studied for more than 60 years [31, 32], with diverse objectives being adopted and diverse solutions being proposed. When considering distance and customer demands in the VRP [33], this problem can be solved using the " 3 -opt" model and mixed-integer linear programming (MILP) if the vehicles have the same size or different sizes, respectively [34].

Anbuudayasankar and Mohandas [3] used MILP to optimize the pick-up and delivery of commodities at 13 nodes under different distances and customer demands. Moreover, Wang et al. [35] considered travel and service times in the VRP and solved this problem using the ant colony optimization (ACO) algorithm. Qi and $\mathrm{Hu}[4]$ solved the VRP for the transportation of frozen commodities to 13 locations by attempting to minimize vehicle damage, fuel costs, and refrigeration costs.

Reed et al. [36] used ant colony system (ACS) to route vehicles for nodes in cyberspace and extended it for modeling the usage of multichambered vehicle to sort waste. A reasonable solution to the VRP reduced delivery costs by $15 \%$ in a management science project at E. I. Du Pont, Inc. [33]. Venkata Narasimha et al. [37] formulated a VRP that is different from the traditional min-max multidepot vehicle routing problem to reduce the travel time of the vehicle that travels the longest distance. Such a reduction is meaningful in emergency response scenarios to minimize the arrival time of any customer. In addition, some researchers have considered carbon emissions for effectively solving the VRP. Liu et al. [6] used the genetic algorithm (GA) to identify the minimal-carbon-footprinttime-dependentheterogeneousfleet vehicle routing problem with alternative paths under different vehicle capacities and vehicle speeds (the vehicle speed changes at different delivery times during a day). Wang et al. [5] used a GA-based method to optimize a cold cargo distribution route in China for minimizing the carbon tax to be paid, travel time, and transportation cost.

A MILP model developed in 2016 by Afshar-Bakeshloo et al. [8] provided a VRP problem-solving model with heterogeneous vehicle capacity to serve a group of customers in a predetermined time period; in this model, in addition to cost optimization, emissions and customer satisfaction are also considered. In this paper [38], an accurate heuristicbased approach is developed to solve the green vehicle routing problem, which extends the classical vehicle routing problem by considering a limited range of vehicles with limited refueling infrastructure. In 2019, Wang [9]
combined 3 algorithms Clarke and Wright savings heuristic algorithm, the sweep algorithm, and the multiobjective particle swarm optimization algorithm to solve the problem of routing vehicles with many different warehouses. This is a 2-objective model of $\mathrm{CO}_{2}$ emissions and operating costs and it also implements a penalty function for early or late delivery to reduce waiting times and improve customer satisfaction. When it comes to customer satisfaction, Wang says that finding the shortest distance sometimes also falls short of goals for cost and minimum $\mathrm{CO}_{2}$ emissions.

In 2020, Zhang proposed a [10] multidepot green vehicle routing problem, in which clean fuel vehicles start from different depots; after serving the customer, the vehicle will have to return to the original warehouse with the goal of reducing $\mathrm{CO}_{2}$ emissions to the environment because there is not enough fuel, and the vehicle will have to go to the station to refuel; the two-stage ant colony system method is proposed to solve this problem. In addition, the VRP problem is also known in another form as the dynamic problem, Khouadjia et al. [39] used particle swarm optimization and variable neighborhood search to solve this dynamic vehicle routing problem. In the dynamic vehicle routing problem, new orders appear when the goods plan is being delivered, so the routes have to be rearranged to deliver goods to the customer while the old model is still in progress, this is also an extended problem of the traditional VRP problem.

## 3. Materials and Methods

Chapter 3 identifies the VRP problem and introduces the hybrid SCA methods with GWO, OLB, MCS, and TS applied to the case study in Chapter 4.
3.1. Description of VRP Problem. There are many documents on how to solve the VRP problem according to different definitions. According to Bodin's definition [40], the VRP problem is developed through the mixed-integer programming (MIP) in which the variables are integers associated between the arcs of the location. This model is also called as vehicle flow model. Another quite effective way of describing the capacity problem of VRP is introduced by Shan and Wang [41] which is described as a summation model for the problems and optimization is implemented by the particle swarm optimization (PSO) which is quite effective.

The CVRP problem is specifically defined by Shan and Wang [41] as follows:

It is assumed that there is a warehouse and vehicles will transport commodity to predetermined customers from the warehouse, and after delivery, the vehicles will return to the warehouse. And the additional constraints are given as follows:

Cargo vehicles are limited in capacity
Each customer comes to deliver the commodity only one time

Objective: to optimize the delivery distance of many vehicles at the same time.

Variables:

$$
\begin{align*}
& D=\text { total distance travelled by all vehicles, } \\
& x_{i j s}=\left\{\begin{array}{c}
1, \text { vehicle } s \text { depart from } i \text { to } j \\
0, \text { otherwise }
\end{array}\right\}, \tag{1}
\end{align*}
$$

$$
y_{i s}=\left\{\begin{array}{c}
1, \text { customer } i \text { is served by vehicle } s \\
0, \text { otherwise }
\end{array}\right\} .
$$

Coefficients:
$c_{i j}=$ cost form customer $i$ to customer $j$,
$g_{i}=$ the de mand of th $i$ th customer $(i=1,2,3 \ldots, h)$,
$h=$ total number of customer,
$k=$ total number of vehicle,
$q_{s}=$ capacity of vehicle $s$,
$s=$ the.vehicle.number $(i=1,2,3 \ldots, k)$.

Objective function:

$$
\begin{equation*}
\operatorname{Min} D=\sum_{i=o}^{h} \sum_{j=0}^{h} \sum_{s=1}^{k} c_{i j} x_{i j s} \tag{3}
\end{equation*}
$$

Constraints:

$$
\begin{gather*}
\sum_{i=0}^{h} x_{i j s}=y_{j s}, j=1,2, \ldots, h  \tag{4}\\
s=1,2, \ldots, k \\
\sum_{i=0}^{h} x_{i j s}=y_{i s}, j=1,2, \ldots, h  \tag{5}\\
s=1,2, \ldots, k \\
\sum_{i=0}^{h} g_{i} y_{i s} \leq q_{s} y_{i s}, s=1,2, \ldots, k  \tag{6}\\
\sum_{s=1}^{k} y_{i s}=\left\{\begin{array}{c}
1, i=1,2,3, \ldots, h \\
k, i=0
\end{array}\right\} \tag{7}
\end{gather*}
$$

Equation (3) presents the VRP's objective function. In this equation, $x_{i j s}$ is a binary variable that indicates whether the current path has been selected. Equations (4) and (5) indicate that only one path exists between a vehicle and a specific customer. Equation (6) incorporates vehicle capacity as a limitation. Equation (7) indicates that each customer is served by only one vehicle and that the warehouse is served by $k$ vehicles.
3.2. Introduction of SCA. The SCA, which was introduced by Mirjalili [42], is a population-based optimization method. The SCA generates many initial choices and allows them to fluctuate toward the best solution by using the sine and cosine functions.

The optimization process of population-based optimization algorithms is divided into two phases: exploitation and exploration [42].

The equation represents the two phases of exploitation and exploration follows:

$$
\begin{align*}
& X_{i}^{t+1}=X_{i}^{t}+r_{1} * \sin \left(r_{2}\right) *\left|r_{3} * P-X_{i}^{t}\right|  \tag{8}\\
& X_{i}^{t+1}=X_{i}^{t}+r_{1} * \cos \left(r_{2}\right) *\left|r_{3} * P-X_{i}^{t}\right| \tag{9}
\end{align*}
$$

The two formulas (8) and (9) are combined as follows:

$$
\begin{equation*}
X_{i}^{t+1}=\left\{\frac{X_{i}^{t}+r_{1} * \sin \left(r_{2}\right) *\left|r_{3} * P-X_{i}^{t}\right| ; r_{4} \leq 0.5}{X_{i}^{t}+r_{1} * \cos \left(r_{2}\right) *\left|r_{3} * P-X_{i}^{t}\right| ; r_{4} \geq 0.5},\right. \tag{10}
\end{equation*}
$$

where $r_{4}$ is a random value in the interval $[0 ; 1]$.
The main parameters in formulas (7)-(9) are $r_{1}, r_{2}, r_{3}$, and $r_{4}$.
(i) $r_{1}$ shows different directions within the space between the solution and the destination or the space outside the solution.
(ii) $r_{2}$ determines the distance to travel outward or toward the destination.
(iii) $r_{3}$ gives random weights to emphasize the weights of the processes of exploration $\left(r_{3}>1\right)$ or exploitation $\left(r_{3}<1\right)$.

Effects of sine and cosine in equations (8) and (9) are illustrated in Figure 1. This figure shows how equations (8) and (9) define the spatial region between two solutions in the search space. The two-dimensional model is illustrated in Figure 1, however, the search space can be extended to higher dimensions. The cyclical model of sine and cosine functions allows repositioning around a different solution. This way certainly ensures the exploitation of the space defined between the two solutions.

In addition, in order to avoid local optimization, solutions shall be searched outside the space between the solutions and the destination. To achieve this, it is necessary to change the ranges of the sine and cosine functions shown in Figure 2.

The conceptual model of the effects of sine and cosine functions in the range $(-2,2)$ is illustrated in Figure 3. Figure 3 shows that changing the range of the sine and cosine functions will lead to one solution which changes the position of this solution itself with another.

For a good algorithm, a balance of the two phases of exploration and exploitation is requested to discover promising regions of the search space to reach the global optimization.

For SCA, in order to balance the exploration and exploitation, the range of sine and cosine functions in formulas (7)-(9) is changed by the following formula:

$$
\begin{equation*}
r_{1}=a-t \frac{a}{T} \tag{11}
\end{equation*}
$$

where $t$ is the current iteration, $T$ is the maximum number of iterations, and a is a constant.


Figure 1: Effects of the sine and cosine function in updating the latest value [43].


Figure 2: Effects of sine and cosine in formulas (7) and (8) on the next region and position.

Figure 4 shows that equation (11) reduces the range of sine and cosine functions over iterations. Based on Figures 3 and 4, it can be seen that the SCA algorithm shall explore the search area when the range of sine and cosine functions is in the interval $(1,2]$ and $[-2,-1)$. However, the algorithm shall exploit the search space when the range is in the interval ( -1 , 1) (see Algorithm 1).

The SCA algorithm starts the optimization with a set of random solutions. The algorithm then saves the best solutions obtained so far, assigns it as the destination, and updates other solutions with respect to it. Meanwhile, the scope of the sine and cosine functions is updated to emphasize the exploitation of the search space as the iteration counter increases. The SCA algorithm terminates the optimization process when the iteration counter goes higher than the maximum number of iterations by default. However, any other termination condition can be considered such as maximum number of function evaluation or the accuracy of the global optimum obtained. The flowchart of SCA algorithm is another demonstration of Figure 5.

### 3.3. Introduction of OBL and MCS Methods

3.3.1. OBL Method. The concept of opposition-based learning and its applications was introduced in 2005 by Tizhoosh [44] (illustrated in Figure 6).


Figure 3: Effects of the function in the range $(-2,2)$ enabling a solution to go outside or around the destination [42, 43].


Figure 4: Model of descending the range of sine and cosine functions $(a=3)$.

Initialize a set of search agents (solutions) ( $X$ ).
Do
Evaluate each of the search agents by the objective function.
Update the best solution obtained so far $\left(P=X^{*}\right)$
Update $r_{1}, r_{2}, r_{3}$, and $r_{4}$
Update the position of search agents using equation (10)
While ( $t<$ maximum number of iterations)
Return the best solution obtained so far as the global optimum.

Algorithm 1: Steps of SCA algorithm [41].

Let $P\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ be a point in n -dimensional space, where $x_{1}, x_{2}, \ldots, x_{n} \in R$ and $x_{i} \in\left[a_{i}, b_{i}\right] \forall i \in\{1,2, \ldots, n\}$. The opposite point of $P$ is defined as $\bar{P}\left(\overline{x_{1}}, \overline{x_{2}}, \ldots, \overline{x_{n}}\right)$, where

$$
\begin{equation*}
\overline{x_{n}}=a_{i}+b_{i}-x_{i} . \tag{12}
\end{equation*}
$$

Assume $f(x)$ is a suitable function used to measure the solution's optimum. If $f(\bar{P}) \geq f(P)$, then the point $P$ can be replaced by $\bar{P}$, otherwise we shall continue with $P$.

### 3.4. Introduction of MCS Method

3.4.1. MCS Method. This method is introduced by Roseline and Saravanan [45] as follows:

Mutation and crossover are popular exploitation algorithms in various phases of optimization. Each $x_{i}=\left\{x_{i 1}, x_{i 2}, \ldots, x_{i n}\right\}$ is a vector of $n$ directions ( $n$ dimensions).

## Step 1. Mutation.

The mutation algorithm can generate a mutation vector $u_{i}$ by choosing random components from the directions of the original vector $x_{i}$ and reassign the value in the specified domain of such direction as follows:

$$
u_{i j}=\left\{\begin{array}{l}
\operatorname{rand}\left(x_{i j} \in\left[\text { Domainof } x_{i j}\right]\right) ; \text { rand } \leq p_{c} .  \tag{13}\\
x_{i j}, \text { otherwise } .
\end{array}\right.
$$



Figure 5: The flowchart of SCA algorithm.


Figure 6: OBL method.

## Step 2. Crossover.

The crossover algorithm can generate a new vector $v_{i}$ by using a crossover with the mutation vector. New vector $v_{i}$ is generated by random selection of components from vector $u_{i}$ and target vector $x_{i}$ based on the probability factor $p_{c}$.

$$
v_{i j}=\left\{\begin{array}{l}
u_{i j}, \text { rand } \leq p_{c} \text { or } j=j_{o}  \tag{14}\\
x_{i j}, \text { otherwise }
\end{array}\right.
$$

where $p_{c}$ is the probability factor which controls the population diversity and reduces the risk of local optimization (set $p_{c}=0.1$ in this study) and $j_{0}$ is an indicator belonging to $(1,2,3, \ldots, n)$ to ensure that vector $v_{i}$ contains at least one element from the mutation vector $u_{i}$.
3.5. Introduction of Tournament Selection Method. In the SCA algorithm, the roulette method in the individual selection step is replaced by tournament selection. The tournament selection procedure randomly selects $k$ elements and compares the values of the objective function. We selected elements with better objective function values. This technique helps to improve the ability to quickly find the optimal value of the SCA algorithm.
3.6. Introduction of GWO. In 2014, Mirjalili et al. [46] introduced the GWO algorithm. We approached hunting and hierarchical leadership like wolves in the wild, where there are 4 levels: alpha, beta, delta, and omega. The first three wolves will be the best variant of the population, and omega $(\omega)$ is the population variant. Wolf population has 2 stages: siege and hunt for prey.

The siege phase is displayed as follows:

$$
\begin{array}{r}
\vec{d}=\left|c \cdot \vec{x}_{p}^{t}-\vec{x}^{t}\right| \\
\vec{x}^{t+1}=\vec{x}^{t}-\vec{a} \cdot \vec{d} \tag{15}
\end{array}
$$

where $\vec{x}(t)$ is the wolf s position in iteration $t, x(t)$ is the prey's position, and vectors $\vec{a}$ and $\vec{c}$ are coefficient vectors, computed as follows:

$$
\begin{align*}
& \vec{a}=2 l . r_{1}  \tag{16}\\
& \vec{c}=2 r_{2}
\end{align*}
$$

Hunting phase: To simulate hunting behavior, Mirjalili assumes that the knowledge of the potential position of the prey is known by alpha, beta, and delta based on its experience as follows:

$$
\begin{array}{r}
\vec{d}_{\alpha}=\left|\vec{c}_{1} \cdot \vec{x}_{\alpha}-\vec{x}\right|, \\
\vec{d}_{\beta}=\left|\vec{c}_{2} \cdot \vec{x}_{\beta}-\vec{x}\right|, \\
\vec{d}_{\delta}=\left|\vec{c}_{3} \cdot \vec{x}_{\delta}-\vec{x}\right|, \\
\vec{x}_{1}=\vec{x}_{\alpha}-\vec{a}_{1} \cdot\left(\vec{d}_{\alpha}\right),  \tag{17}\\
\vec{x}_{2}=\vec{x}_{\beta}-\vec{a}_{2} \cdot\left(\vec{d}_{\beta}\right), \\
\vec{x}_{3}=\vec{x}_{\delta}-\vec{a}_{3} \cdot\left(\vec{d}_{\delta}\right) \\
\cdot \frac{\vec{x}_{1}+\vec{x}_{2}+\vec{x}_{3}}{3},
\end{array}
$$

When searching and attacking prey, $\vec{a}$ is a random value in the range of $(-2 a, 2 a)$. When $|\vec{a}|<1$, random prey value is attacked by wolves, it is the mining stage. When $|\vec{a}|>1$, wolves are forced to ignore their prey in search of better prey [47].

Another parameter that affects the decoy search is that $c$ has a value in the range $(0,2)$, and $\vec{c}$ will randomly and suddenly update the value of the solution to avoid local optimization. If $c>1$, the solution converges towards the prey, and if $c<1$, the solution moves away from the prey to find new prey.

Finally, the flowchart of the SCA-GWO-TS-OBL-MCS algorithm is shown in Figure 7.

## 4. Application of the HSCA to Solve the VRP

4.1. Case Study 1. The developed HSCA was evaluated against other algorithms in solving the problem of [48] (case study 1).

This problem is expressed as follows. For a central warehouse, eight customers are served by two trucks, each of which has a capacity of 8 units. The matrix of travel distances and customer demands is presented in Table 1. The requirement is that two vehicles should deliver the goods so that the shortest total delivery distance is achieved and the conditions of the VRP stated in Section 3 are satisfied.

A personal laptop with an 11th Gen Intel(R) Core(TM) i7-1165G7@ 2.80 GHz processor was used to run each algorithm 20 times with 20 search agents in 50 iterations. The HSCA was programmed in Java. The shortest distance obtained was 67.5 units, and the following paths were obtained in Java for the two vehicles (in the output order in Java):


Figure 7: The flowchart of HSCA.

Table 1: Matrix of travel distances and customer demands case study 1 [48].

| Customer | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 4 | 6 | 7.5 | 9 | 20 | 10 | 16 | 8 |  |
| 1 | 4 | 0 | 6.5 | 4 | 10 | 5 | 7.5 | 11 | 10 |  |
| 2 | 6 | 6.5 | 0 | 7.5 | 10 | 10 | 7.5 | 7.5 | 7.5 | 15 |
| 3 | 7.5 | 4 | 7.5 | 0 | 10 | 5 | 9 | 9 | 1 |  |
| 4 | 9 | 10 | 10 | 10 | 0 | 10 | 7.5 | 7.5 | 10 | 7.5 |
| 5 | 20 | 5 | 10 | 5 | 10 | 0 | 7 | 9 | 1 |  |
| 6 | 10 | 7.5 | 7.5 | 9 | 7.5 | 7 | 0 | 7 | 10 | 1 |
| 7 | 16 | 11 | 7.5 | 6 | 7.5 | 9 | 7 | 0 | 10 | 4 |
| 8 | 8 | 10 | 7.5 | 15 | 10 | 7.5 | 10 | 10 | 0 | 2 |

Vehicle 1: 0 -> Customer6 -> Customer7-> Customer $4->0$.
Vehicle 2: $0->$ Customer1 $->$ Customer3$>$ Customer5 -> Customer8 -> Customer $2->0$.

Figure 8 depicts the HSCA's optimal solution, and Table 2 presents the smallest number of iterations required for obtaining the optimal result with different algorithms. The aforementioned figure and table indicate that the HSCA can search for optimum solutions faster and more efficiently than the other algorithms used in this study.

The results obtained with the HSCA, SCA, DA, PSO, and ALO were compared. The results indicated that the HSCA
achieved convergence faster than the other four algorithms. Figure 9 displays the average best solutions obtained with the aforementioned five algorithms after 50 iterations and 20 runs.

Table 3 presents the results obtained in case study 1 when using different algorithms. The average distance value obtained with the HSCA (i.e., 67.675 units) was lower than those obtained with the other algorithms.

The results obtained with the HSCA were more stable (i.e., had a smaller deviation) than those obtained with the other algorithms, and the global optimal solution was obtained with the HSCA. Thus, the HSCA can be used for cement vehicle routing. Cement vehicles have similar


Figure 8: Optimal values obtained by the HSCA and SCA after 20 runs in case study 1.

Table 2: Optimal results obtained with different algorithms after 20 runs in case study 1.

| HSCA | SCA | DA | PSO | ALO | MHPSO $^{*}[48]$ | DPGA $^{*}[48]$ |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Generation | 2 | 5 | 9 | 12 | 8 | 6 | 18 |



Figure 9: Optimal average values were obtained with different algorithms after 20 runs in case study 1.

Table 3: Best solutions obtained in case study 1 with different algorithms after 20 runs.

|  | Distribution of optimum solutions |  |  |  |  | Max | Min | Mean |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| HSCA | 67.5 | 68 | 67.5 | 67.5 | 67.5 | 69 | 67.5 | 67.675 |
|  | 68.5 | 67.5 | 67.5 | 67.5 | 67.5 |  |  |  |
|  | 67.5 | 68 | 68 | 68 | 68 |  |  |  |
|  | 67.5 | 67.5 | 67.5 | 67.5 | 67.5 |  |  |  |
| SCA | 69 | 68 | 69 | 68 | 68 | 69 | 67.5 | 68.025 |
|  | 68 | 69.5 | 67.5 | 67.5 | 68 |  |  |  |
|  | 69 | 68 | 67.5 | 67.5 | 67.5 |  |  |  |
|  | 68 | 67.5 | 68 | 67.5 | 67.5 |  |  |  |
| DA | 71.5 | 67.5 | 71.5 | 68 | 67.5 | 71.5 | 67.5 | 68.725 |
|  | 69 | 70 | 70.5 | 68 | 69 |  |  |  |
|  | 70 | 67.5 | 67.5 | 69 | 68 |  |  |  |
|  | 67.5 | 68 | 68 | 67.5 | 69 |  |  |  |
| ALO | 71.5 | 68 | 71.5 | 68 | 67.5 | 71.5 | 67.5 | 69.150 |
|  | 69 | 70 | 70.5 | 68 | 69 |  |  |  |
|  | 70 | 68 | 71 | 69 | 68 |  |  |  |
|  | 71.5 | 68 | 68 | 67.5 | 69 |  |  |  |
| MHPSO | 69.5 | 67.5 | 69 | 69 | 70 | 70 | 67.5 | 68.875 |
|  | 69.5 | 70 | 69 | 67.5 | 67.5 |  |  |  |
|  | 69 | 69.5 | 69 | 70 | 67.5 |  |  |  |
|  | 70 | 69 | 67.5 | 70 | 67.5 |  |  |  |
| PSO | 67.5 | 70 | 70 | 69 | 69 | 70 | 67.5 | 68.950 |
|  | 68 | 69 | 70 | 70 | 68.5 |  |  |  |
|  | 68.5 | 68.5 | 67.5 | 68 | 70 |  |  |  |
|  | 70 | 67.5 | 69.5 | 69 | 69.5 |  |  |  |
| DPGA | 70 | 69 | 67.5 | 71 | 69 | 72 | 67.5 | 69.550 |
|  | 70.5 | 72 | 67.5 | 71.5 | 69 |  |  |  |
|  | 67.5 | 69 | 71 | 70 | 67.5 |  |  |  |
|  | 70.5 | 69 | 69.5 | 71 | 69 |  |  |  |
| SGA | 69 | 72 | 73.5 | 69 | 70 | 75.5 | 67.5 | 70.425 |
|  | 71 | 67.5 | 69 | 69 | 75.5 |  |  |  |
|  | 70 | 69.5 | 69 | 73 | 69 |  |  |  |
|  | 74 | 70 | 69.5 | 69 | 70 |  |  |  |

Bold values represent better HSCA search results than other algorithms.
capacities and are delivered to different warehouses and distribution stores daily. The HSCA can be used to obtain optimal routes for cement vehicles depending on the delivery case and time of day.
4.2. Case Study 2: Real Problem of Cement Delivery to Customers. The real problem of a cement distribution agent (case study 2) is expressed as follows: In 1 day, a cement distribution agent with a central warehouse must serve 30 customers by using five trucks, each of which has a maximum capacity of 90 cement bags during a single delivery. The matrix of travel distances and customer demands for case study 2 is presented in Table 4. The requirement is that five vehicles should deliver the goods, such that the shortest total delivery distance is achieved and the relevant conditions of the VRP stated in Section 3 are satisfied.

A personal laptop was used to run each algorithm 20 times with 50 search agents in 200 iterations. The HSCA was programmed in Java. The best solution for the total distance was 701.1625 units. Figure 10 displays optimal
values obtained by the HSCA. The following paths were obtained in Java for the five vehicles (in the output order in Java):

A comparison of the results obtained with the DA, PSO, ALO, the SCA, and the HSCA in case study 2 indicated that the HSCA converged faster than the other algorithms. Figure 11 displays the average best solutions obtained with the different algorithms after 200 iterations and 20 runs.

Table 5 presents the maximum values, minimum values, mean values, and deviations to the best solution obtained with the different algorithms used in this study. After 200 iterations, 20 runs, and 50 agents, the HSCA obtained a maximum distance of 849.61 units and a minimum distance of 701.16 units (its optimal result); thus, the optimal result of the HSCA was superior to those of the SCA, PSO, DA, and ALO. In addition, the optimal results of the SCA, PSO, ALO, and DA exhibited deviations of $14.7 \%, 16.9 \%$, $34.7 \%$, and $37.5 \%$, respectively, from the optimal result of the HSCA; thus, the results of the SCA and PSO were stable and more accurate than those of ALO and DA. In summary,

| $\begin{gathered} \text { む̃ } \\ \text { U } \end{gathered}$ |  |
| :---: | :---: |
| $\bar{m}$ |  |
| $\stackrel{\sim}{2}$ |  |
| $\stackrel{3}{2}$ |  |
| $\stackrel{\sim}{\sim}$ |  |
| N |  |
| $\stackrel{\sim}{\sim}$ |  |
| $\stackrel{1}{\sim}$ |  |
| $\underset{\sim}{\text { N }}$ |  |
| $\stackrel{\sim}{\sim}$ |  |
| N |  |
| $\cdots$ |  |
| $\stackrel{\text { 아 }}{ }$ |  |
| 9 |  |
| $\stackrel{\sim}{-}$ |  |
| $\triangle$ |  |
| $\bigcirc$ |  |
| 10 |  |
| $\pm$ |  |
| $\cdots$ |  |
| $\cdots$ |  |
| 二 |  |
| 은 | N |
| の |  |
| $\infty$ | トサオホ |
| へ |  |
| $\bigcirc$ |  |
| in |  |
| H |  |
| $n$ | サ入へ |
| $\sim$ |  |
| － |  |
|  |  |



Figure 10: Optimal values obtained by the HSCA after 20 runs in case study 2. Route 1: $0->$ customer3 $->$ customer19-> customer8 $>$ customer17 -> customer1 -> customer21 -> customer14-> customer $9->0$. Route 2: $0->$ customer20 -> customer $18->$ customer10 $>$ customer16 -> customer $13->$ customer $22->0$. Route $3: 0->$ customer7 $->$ customer27-> customer11-> customer6 -> customer28$>$ customer5 $->$ customer2 $->$ customer $15->0$. Route 4 : $0->$ customer $12->$ customer $29->$ customer25 -> customer24 -> customer30$>$ customer23 -> customer $4->0$. Route 5: $0->$ customer $26->0$.


Figure 11: Optimal average values were obtained with different algorithms after 20 runs in case study 2.

Table 5: Best solutions obtained with different algorithms after 20 runs in case study 2.

|  | Distribution of optimum solutions |  |  |  |  | Max | Min | Mean | \% dev best solution (\%) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| HSCA | 783.81 | 838.27 | 748.79 | 822.01 | 746.90 | 849.61 | 701.16 | 791.59 | 0.0 |
|  | 834.89 | 799.94 | 849.61 | 821.61 | 780.01 |  |  |  |  |
|  | 793.50 | 701.16 | 800.64 | 771.84 | 821.79 |  |  |  |  |
|  | 806.97 | 768.76 | 844.78 | 719.23 | 777.37 |  |  |  |  |
| SCA | 928.49 | 994.70 | 1029.05 | 1026.16 | 885.60 | 1119.50 | 804.05 | 960.58 | 14.7 |
|  | 888.46 | 1080.39 | 1029.57 | 923.55 | 804.05 |  |  |  |  |
|  | 1119.50 | 1018.73 | 946.19 | 947.45 | 945.02 |  |  |  |  |
|  | 985.59 | 959.19 | 893.72 | 853.84 | 952.38 |  |  |  |  |
| DA | 1122.72 | 1036.27 | 1153.79 | 1095.20 | 1158.85 | 1308.59 | 964.44 | 1132.01 | 37.5 |
|  | 1122.29 | 1101.74 | 1079.45 | 1197.04 | 1250.21 |  |  |  |  |
|  | 1128.74 | 1246.84 | 1061.99 | 1308.59 | 969.30 |  |  |  |  |
|  | 964.44 | 1230.52 | 1125.79 | 1138.42 | 1148.06 |  |  |  |  |
| ALO | 1165.86 | 951.44 | 1049.49 | 1173.53 | 971.98 | 1221.77 | 944.21 | 1049.69 | 34.7 |
|  | 1066.32 | 1087.11 | 947.10 | 1089.85 | 1027.15 |  |  |  |  |
|  | 1061.55 | 1021.48 | 1061.00 | 1045.88 | 944.21 |  |  |  |  |
|  | 1022.59 | 1007.74 | 1098.78 | 1221.77 | 978.85 |  |  |  |  |
| PSO | 946.91 | 987.62 | 1053.83 | 1209.33 | 1042.76 | 1209.33 | 819.48 | 965.35 | 16.9 |
|  | 1140.71 | 953.78 | 881.51 | 820.44 | 924.56 |  |  |  |  |
|  | 983.83 | 823.34 | 1068.28 | 1019.84 | 978.39 |  |  |  |  |
|  | 1056.59 | 819.48 | 872.88 | 837.93 | 884.95 |  |  |  |  |

Bold values represent better HSCA search results than other algorithms.
in the problem of cement transport by five vehicles to 30 delivery points, the results obtained by the HSCA were superior to those obtained by the SCA, PSO, ALO, and DA.

## 5. Conclusion

In this study, an HSCA was developed to solve two case studies of the classical VRP:
(1) In case study 1 [48], the developed HSCA provided stable results and the global optimal solution. Moreover, under the same numbers of search agents and iterations, the HSCA outperformed the DA, PSO, ALO, and SCA.
(2) In case study 2 , in which the number of delivery points was 30, the HSCA again provided the global optimal solution and outperformed the aforementioned algorithms. The results of this study indicate that the developed HSCA can be used by cement distributors to optimize their vehicle routing plans to shorten travel distance and reduce travel cost.

In conclusion, a routing planning model for cement transport trucks using HSCA is proposed based on its strong optimization. With case studies from 1 to 2 , there will be a more overview of the VRP problem, the increasing complexity of VRP, and comparison of HSCA with the algorithms of previous studies. With the available data and related constraints of the VRP problem, it is found that the study has high practical application in supporting the routing planning for cement transportation vehicles. Further studies will further solve some problems such as delivery with a delivery time window, multiple warehouses, and time-limited delivery of hazardous materials by optimal methods.
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