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The ability of hotels to differentiate themselves from competitors and continue to operate profitably depends on their ability to
retain their customers by building long-term and permanent customer relationships. Technological developments in recent years
have made it possible for companies to predict their customers’ behavior by accessing their opinions faster and preventing them
from churning. Managing customer churn prediction projects has become an important issue today, especially in the hotel
industry. Therefore, this research seeks to analyze projects that predict the churn of hotel customers to provide a model to help
hotel managers in this field. In this research, an approach based on text mining on customers’ comments in the Persian language is
presented, which uses the random forest algorithm for classification that was considered the most effective method to solve this
problem. In this model, to increase the efficiency of the proposed method in compare with existing works, the gravitational search
algorithm was used to select the useful features, and the differential evolution algorithm was used to adjust the parameters of the
classification method. The dataset of this research is the collected data from the customer database on social networks and hotels’
websites, especially the hotels on Kish Island in Iran. The results of this research showed that after the implementation of the
preprocessing operations, the method of adjusting the parameters and removing the unimportant features, the model’s accuracy
increased significantly. The precision, recall, F1, and accuracy criteria were 0.77, 0.76, 0.76, and 0.77, respectively.

1. Introduction

Customer churn prediction (CCP) is one of the most critical
problems for a healthy growing business, regardless of size.
CCP allows professionals to estimate the number of custo-
mers who abandon a company’s product or service in a given
period of time and take the necessary actions to retain them.
In various markets, customers can quickly terminate their
subscriptions with suppliers and switch to competing organi-
zations for increased service quality and lower prices [1, 2].
Accurately predicting customer churn can effectively help
customer retention and economical marketing activities

and, therefore, can lead to significant savings for suppliers.
Extensive research has been done in this field in sectors such
as telecommunications and the hotel industry is no exception.

Online customer feedback tools enable organizations to
generate and share content and feedback through social
media. According to the report SiteMinder [3], 96% of hotel
guests consider users’ comments essential when searching for
a hotel, and 79% read between 6 and 12 users’ comments
before making a decision. Therefore, reviews of users’ com-
ments affect hotel guests’ decision-making and hotels’ perfor-
mance [4], and the value of user-generated content should be
further investigated. This issue provides various opportunities
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for both companies and users. For example, in the hotel
industry, there is a growing interest in analyzing the opinions
of different guests and finding hidden patterns or influencing
factors [5, 6]. Therefore, it is imperative to check customer churn
based on text mining in the hotel industry. At present, the liter-
ature on big data mainly focuses on techniques such as senti-
ment analysis, latent Dirichlet allocation, regression modeling,
and others. Despite these valuable contributions, new methods
to understand the hidden concepts in unstructured data for
different hospitality fields are needed. While there have been
many studies and research projects on big data and business
analysis, few research studies have investigated the actual con-
tent produced by customers on social media and the factors
affecting their experience and flow of customers. In addition,
how to use analytics tools to analyze user-generated content has
not been widely studied, so this research has been addressed
how to combine techniques such as text mining and random
forest algorithm for CCP in the hotel industry.

The structure of the article is as follows: in the second part,
we examine the background of the research. In the third part,
we present the proposed system and research methodology.
In the fourth part, we describe the dataset and the tools used
for data analysis. In the fifth section, we present the results of
data analysis in the form of tables and graphs. In the sixth
part, we give explanations about managerial insights and
practical implications, and in the seventh and final part of
the article, we will have conclusions and suggestions.

2. Literature Review

During the last decade, CCP has received increasing attention
to survive in a competitive and global market [7]. Companies
should strive for models that can accurately identify potential
churn customers. This issue becomes more critical with the
development of information technology. During the last
decade, many experts and academics were interested in this
topic and paid attention to it. Several methods presented in
recent years will be reviewed below. The primary purpose of
the study conducted by Dursun Cengizci [8] was to predict
the customers’ behavior of a hotel business using machine
learning methods in its customer database. In this context,
CCP was applied using the data of regular customers of a hotel
chain in Antalya, which has three five-star hotels, and logistic
regression and random forest algorithms were compared.
According to the findings of this study, the random forest
algorithm performs better. It could accurately predict 80%
(area under the curve (AUC) 0.80) of repeat customers who
were likely to leave within the next 3 years.

To investigate the causes of customer churn in Ctrip
agency, Zhao et al. [9] used the current and potential value
in the customer value system to determine the influencing
factors. This research used the random forest algorithm to
build the Ctrip CCP model, and the confusion matrix and
receiver operating characteristic (ROC) curve were used to
evaluate the model. The results showed that the random
forest algorithm can better solve the classification problem
of CCP, and the accuracy of the prediction model reached
94%. In the research of Han [10], the customer churn of hotel
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reservation websites has been investigated in China. In this
research, logistic regression and random forest algorithms
were used to identify the characteristics that affect customer
churn. The experimental evaluation of this research showed
that the model had an accuracy of 78.9%.

In the research of Yang [11], Ctrip hotel customers’ data
were analyzed. First, a supervised feature selection method
was used to select features that had a significant impact on
customer churn. Then the best model was chosen from logis-
tic regression, support vector machine, decision tree, random
forest, GBDT, XGBoost, and LightGBM. A subset of optimal
models was selected, and then integration of the optimal mod-
els was performed. Experimental results showed that multi-
model fusion has higher accuracy and stability.

The study done by Christodoulou et al. [12] solved the
problem of revisiting tourists from the point of view of big
data analysis. The applied method used topic modeling, word
embedding, XGBoost, and random forest classification algo-
rithms. The data were collected from TripAdvisor. Topics
were generated using STM topic modeling and information
retrieval using Word2vec. The learned model achieved satisfac-
tory performance. The XGBoost classification model achieved
a prediction accuracy of 84% and an AUC of 90% for the study
of tourists revisiting two to three-star hotels and a prediction
accuracy of 89% and an AUC of 90% for four to five-star hotels.
The goal of research by Gartvall and Skanhagen [13] was to
predict hotel cancellations using machine learning and analyze
the factors that have the most significant impact. The data were
provided by a hotel in the Gothenburg area. The machine
learning algorithms used in the thesis were random forest,
XGBoost, and logistic regression. The main findings of this
research showed that random forest is the best-performing
model in hotel data, with an accuracy of nearly 80%. In the
study conducted by Oh et al. [14], deep learning techniques
were combined with expectation-confirmation theory to pre-
dict customer satisfaction with hotel services. The results
showed that this model achieved an accuracy of 83.54%.

In the article by Nagaraju and Vijaya [15], a method was
developed to identify the prediction of customer churn in the
insurance sector using meta-heuristics and bagging and
boosting techniques. In this research, an approach based
on meta-heuristic feature selection was proposed to identify
effective features. In this study, the combination of firefly
enhanced with boosting group classifiers achieved the high-
est accuracy of 97.12. In the research conducted by Lalwani
et al. [16], the prediction of customer churn in the telecom-
munications industry was made by using machine learning
techniques. After data preprocessing, feature selection was
made using the gravity search algorithm. In the prediction
process, the most common models, including logistic regres-
sion, naive Bayes, support vector machine, random forest,
and decision trees, were used. K-fold cross-validation was
used to adjust hyperparameters and prevent overfitting.
The results showed that AdaBoost and XGBoost classifiers
have the highest accuracy of 81.71% and 80.8%, respectively.
In the research done by Wu et al. [17], a tree-based mecha-
nism was presented that considers temporal and behavioral
information separately. Extensive tests in this research
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FIGURE 1: Proposed system.

showed that the proposed system achieved an F score of
82.72 and an AUC of 93.75.

Based on the background of the research, the previous
studies in this field were mainly on the English language, and
less attention was paid to other languages. Therefore, in this
research, Persian data available on online platforms have
been used, so the purpose of this research is to address this
gap and predict customer churn using analytics of user-
generated online Persian content. Also, this research intends
to analyze the text content produced by customers through
combining text mining methods and random forest algo-
rithms and develop a model for CCP in the hotel industry.

The merits of the proposed method have listed as follows:

(i) We have applied the combined techniques, gravita-
tional search algorithm to perform feature selection,
and differential evolution algorithm to adjust the
parameters of the classification method. Then we
have compared those with the proposed method.

(ii) As the considered dataset is includes users’ online
comments in the Persian language, we have applied
text mining techniques for preprocessing of data, such
as case folding, tokenization, stop-words, stemming,
and term frequency—inverse document frequency
(TE-IDF).

(iii) We have applied some of the famous machine learn-
ing techniques for classification, which are used for

predictions like gradient boosting classifier, naive
Bayes, decision tree, and KNN. Finally, we have com-
pared those with the proposed classification method.
(iv) Then we have evaluated the algorithms using the con-
fusion matrix and ROC, which have been mentioned
in the form of figures and tables, in order to compare
which algorithm performs best for this purpose.

Authors’ contribution is using the gravitational search
algorithm to select the useful features and combining it
with the differential evolution algorithm to adjust the param-
eters of the classification method. The random forest algo-
rithm was considered to this purpose. Then we evaluated the
results through the confusion matrix and ROC, which have
been mentioned in the form of figures and tables in order to
compare which algorithm performs best for this purpose.

3. Proposed System

The proposed system in this research uses a combination of
random forest, gravitational search algorithms, and differen-
tial evolution algorithms to predict customer churn. The
diagram of the proposed system is shown in Figure 1. The
details of this method are mentioned below. The reason for
choosing the random forest method for learning the pro-
posed system is the proper performance of this method com-
pared to other machine learning methods in solving the
research problem. The proof is provided in Section 5.
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TasLE 1: Pseudo code of the differential evolution algorithm.

Pseudo code of differential evolution algorithm

Initial population with randomly generated individuals
Fitness evaluation of all individuals in the population
While the final conditions are not met,

Create the mutant vectors using the mutation strategy

Create trial vectors by combining noisy vectors with parent vectors

Evaluate trial vectors with their fitness values
Select winning vectors as individuals in a new generation
End while

As shown in Figure 1, first, the process of text mining and
data preprocessing is done. In this section, operations like
case folding, tokenization, stop-words, stemming, and TF-
IDF are performed on the primary text data. Each of them is
described below. To increase the efficiency of the proposed
system, the selection of effective features in this research is
made by the gravitational search algorithm. The main reason
for using the feature selection method is to identify essential
variables to reduce data dimensions and increase classifica-
tion accuracy. A large number of predictive variables leads to
a decrease in model accuracy. In this research, by imple-
menting the gravity search algorithm, it is determined which
features are valuable for solving the problem of predicting
customer churn in the hotel industry.

Another important issue in obtaining proper performance
from classification techniques is the correct setting of their
parameters. The importance of the parameters of each learn-
ing model and problem-solving method, especially artificial
intelligence methods that have been created to simplify
problem-solving, is inevitable. The optimal values of these
parameters, which generally depend on the characteristics
of the problem, have a significant impact on the performance
of the mentioned methods and a better search of the solution
space. The random forest method has been increasingly used
in various sciences and has been more successful than other
existing methods in many fields. However, this method, like
other learning models, is known to be sensitive to its parame-
ters, and determining the appropriate combination of param-
eters has a significant impact on the final implementation of
the algorithm and the results. Considering the challenge of
determining the best values of the parameters, in this research,
the differential evolution algorithm is also used to adjust the
parameters of the random forest.

3.1. Data Preprocessing. The first section of the proposed
method is text preprocessing. In this order, the texts are
tokenized first; then, they enter the stage of removing stop
words. At this stage, words that are repeated a lot in every
document and do not have any meaning will be removed
from the document. In the Case Folding step, all words are
considered the same in terms of uppercase or lowercase let-
ters. This step is done so that if a word is repeated several
times with the same form but with different uppercase and
lowercase letters, it is considered once in the modeling [18].

The next stage in the preprocessing step is stemming.
The purpose of this stage is to harmonize the form of the

words in the documents. With the help of stemming meth-
ods, words that are similar in terms of concept and differ
from each other only in appearance are placed in one group
and are considered features [19]. In the next stage, the goal is
to find the appropriate weight of each word according to the
TF-IDF weighting methods. The TF-IDF method is a stan-
dard weighting method in text mining studies that assigns
the right weight to a word based on the number of repetitions
of that word in each document and the number of repetitions
in all documents and is calculated from Equation (1). In this
regard, t; refers to the kth word, d; refers to the ith document,
N refers to the total number of existing documents, and dy
refers to the number of documents with the term ¢, [20].

TF-IDF(t;, d;) = TF(t;, d;) X log (;\7) . (1)
k

3.2. Classification Model, Random Forest. The random forest
method was presented by Breiman [21] as a new develop-
ment method for decision trees. The general principles of
ensemble training techniques are based on the assumption
that their accuracy is higher than that of other singular train-
ing algorithms. Because it is a combination of several predic-
tion models. It is more accurate than a single model and
reduces existing weaknesses [21]. Several decision trees are
used in this algorithm. A subset of data is given to each tree.
These trees can make decisions and build their classification
model with this subset of data [22]. The random forest algo-
rithm is currently one of the best learning algorithms, and
due to its good performance in solving the problem of cus-
tomer churn, it was chosen for classification in this research.

3.3. Differential Evolution Algorithm. The differential evolu-
tion algorithm is presented to overcome the primary defect
of the genetic algorithm, i.e., the lack of local search. The
main difference between the genetic algorithm and the dif-
ferential evolution algorithm is in the order of the mutation
and recombination operators, as well as how the selection
operator works in this algorithm. This algorithm uses a dif-
ferential operator to generate new answers, which causes the
exchange of information between members of the popula-
tion. One of the advantages of this algorithm is having a
memory that keeps the information about suitable answers
in the current population. The pseudo-code of the differen-
tial evolution algorithm is presented in Table 1 [23].

3.4. Gravitational Search Algorithm. The gravitational search
algorithm is a population-based and iteration-based stochastic
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TasLE 2: Pseudo code of gravitational search algorithm.

Pseudo code of the gravitational search algorithm

Search space identification, initialization of parameters
Random initialization of agents.
While the final conditions are not met, do the following steps:
Fitness evaluation of agents
Update G(#), best(t), worst(t) and Mi(¢) for i=1,2, ..., N.
Calculation of the total force in different directions
Calculation of acceleration and velocity
Update the position of each agent.
Returning the best solution found.
End While

TasLe 3: Comparison of the impact of feature selection and parameter adjustment mechanism in the proposed system.

Methods Precision

Recall F1 Accuracy

Random forest 4 gravitational search

algorithm for feature selection 075

Random forest + differential evolution
. . 0.74
algorithm for parameters adjustment

Proposed method 0.77

0.75 0.76 0.76

0.75 0.76 0.74

0.76 0.76 0.77

meta-heuristic algorithm. This algorithm is inspired by nature to
solve continuous optimization problems. The main idea of this
algorithm is to simulate Newton’s law of gravity and laws of
motion on a population of masses in a constant n-dimensional
space. In this algorithm, agents are considered objects, and their
performance depends on their mass. Objects attract each other
with the force of gravity, which causes the general movement of
all objects toward objects with a heavier mass. Heavy masses
represent better solutions and move slower than lighter masses.
The pseudo-code of the gravitational search algorithm is pre-
sented in Table 2 [24].

4. Tools and Datasets

The information for this research was obtained from the
customers’ databases on social networks and hotels’ websites,
especially the hotels on Kish Island, from five-star to three-
star hotels, and was collected in the form of textual content
produced by customers. This dataset has more than 6,000
records and is in the Persian language. Among themes, 2,374
cases belong to customers who may churn, and 3,626 cases
are related to nonchurning customers. Considering that the
collection of users’ comments is the first step of the desired
implementation in this research, the comments of customers
of Persian websites are first extracted with the help of the
Python programing language. In the following, the facilities
provided by the Python language were used for preproces-
sing, preparation of comments, and modeling.

5. Results

The results of this study are examined in this section. As
already mentioned, the information for this research was
obtained from the customers’ databases on social networks
and the websites of Kish Island hotels from five stars to three
stars. It was collected in the form of text comments produced

by customers. This dataset has more than 6,000 records in the
Persian language. Among them, 2,374 cases belong to custo-
mers who may churn, and 3,626 cases are related to non-
churning customers. In the first part of the evaluation of the
results, an experiment was designed to check the effectiveness
of the feature selection mechanisms and the parameter adjust-
ment mechanisms. In this section, in the first case, the results
of the proposed system are evaluated only with the feature
selection mechanism. The best possible parameters are selected
by the gravitational search algorithm. In addition, in this mode,
the parameters of the random forest are chosen manually. In
the second case, the results of the proposed system are evalu-
ated only by the parameter adjustment mechanism. So, in this
section, all the features of the dataset are used to solve the
problem, and the differential evolution algorithm is used to
adjust the parameters of the random forest.

The results of each mode are shown in Table 3 and were
compared in terms of accuracy, recall, F1, and precision. For
a better comparison, in Figure 2, the results were shown with
the help of graphs. According to the results of this test, the
feature selection mechanism has a more significant effect on
improving the performance of the proposed system.

In the next experiment, in addition to the proposed sys-
tem, several basic machine learning methods were applied to
the dataset to check the proposed system’s performance.
Therefore, the methods of random forest, gradient boosting
classifier, naive Bayes, decision tree, and KNN were applied
to solve the customer churn problem in the hotel industry.
The results from each of the methods are in Table 4. Methods
were compared, according precision, recall, F1, and accuracy
criteria. Figures 3—6 compare the results obtained from the
mentioned methods in different ways.

As shown in these figures, the proposed system of this
research has performed better than other methods in the
precision, F1, and accuracy criteria with a big difference.
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FiGure 2: Comparison of the impact of feature selection and parameter adjustment mechanism in the proposed system.

TasLE 4: Performance comparison of random forest, gradient boosting classifier, naive Bayes, decision tree, KNN methods, and the proposed

system.
Methods Precision Recall F1 Accuracy
Random forest 0.73 0.78 0.75 0.74
Gradient boosting classifier 0.74 0.74 0.74 0.74
Naive Bayes 0.76 0.71 0.73 0.74
Decision tree 0.68 0.66 0.67 0.68
KNN 0.69 0.65 0.67 0.68
Proposed method 0.77 0.76 0.76 0.77
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FiGure 3: Comparison of the precision of random forest, gradient
boosting classifier, naive Bayes, decision tree, KNN methods, and
the proposed system.

The primary random forest method has been better than the
proposed method only in the recall criterion. However, this
difference is slight, and due to the superiority of the proposed
method in the other three criteria, it can be ignored. After the
proposed system, among the basic methods, the random

FIGURE 4: Comparison of recall of random forest, gradient boosting
classifier, naive Bayes, decision tree, KNN methods, and the pro-
posed system.

forest method had the best performance, and this issue itself
indicates the appropriate choice of classification method in
the proposed system. The primary random forest method
has performed better than other basic methods regarding
recall, F1, and accuracy. Only the naive Bayes method has
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Ficure 6: Comparison of the accuracy of random forest, gradient
boosting classifier, naive Bayes, decision tree, KNN methods, and
the proposed system.

served better than the primary random forest method in the
precision criterion.

6. Managerial Insights and
Practical Implications

By using the method presented in this research, it is possible
to achieve reasonable accuracy in predicting the loss of cus-
tomers. Therefore, the managers of the hotel industry, using
the model presented in this research, should identify cus-
tomer churn early and plan to solve the existing problems.
By applying the model introduced in this research to the
Persian dataset, it is possible to find the factors influencing
the churn of customers. By having these components, the

management of the relevant industry can focus on improving
the services that lead to customer churn.

The solution proposed in this research can be applied to
all kinds of Persian texts for different industries. Using this
method and according to the optimizations, we can expect to
achieve the appropriate accuracy for predicting customer
churn.

7. Conclusions and Outlook

In this research, a hybrid approach based on text mining,
random forest, the gravity search algorithm, and differential
evolution is presented to solve the problem of predicting
customer churn in the hotel industry. The proposed model
helps to extract and review the key performance indicators
from the massive volume of comments from hotel customers
so that the decision-making process can be done more effec-
tively. The following are the findings of the research:

(1) The results of the research and comparisons showed
that the proposed system of this research has a good
performance compared to the compared methods
and has reached an accuracy difference of 0.03.

(2) The proposed method was applied to the set of opi-
nions of hotel customers on Kish Island and the pre-
cision, recall, F1, and accuracy criteria; the results
were 0.77, 0.76, 0.76, and 0.77, respectively.

(3) One of the reasons for the superiority of the proposed
system is the selection of the random forest method,
which, according to the obtained results, has per-
formed better than other basic methods to solve this
problem. One of the reasons for the high accuracy of
the proposed model compared to the other methods is
the feature selection method using the gravity search
algorithm. The proposed system’s importance of each
extracted feature is checked to solve the problem. This
method leads to better training of the model by select-
ing a subset of essential features, thus increasing the
model’s accuracy.

(4) The random forest parameter adjustment mechanism
using the differential evolution method improves the
performance of the random forest method.

(5) According to the tests, the feature selection process
has a more significant impact on system efficiency
than the parameter setting and is considered an
essential part of problem-solving.

This research, like other research, has limitations. Part of
the limitations of the present research are related to the
collected dataset, among which the lack of Persian text
data in this field and the exclusiveness of the data to several
specific hotels can be mentioned.

As a suggestion for the future, the proposed model can be
implemented in a cloud-based environment or the Internet
of Things to predict travel planning and so on. In addition,
ensemble methods can increase the final accuracy of the
system by combining the advantages of machine learning
techniques.
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