A Method of Selecting Project Delivery System with Pythagorean Fuzzy Set Group Decision-Making Method and Prospect Theory
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Project delivery system (PDS) is critical to the success of a construction project. There is a strong link between contract type and project delivery method. Therefore, this paper presents a framework for multiobjective decision-making that combines project delivery method and contract type for the first time. Furthermore, the Pythagorean fuzzy set (PFS) is introduced in the decision-making model. A new method for PDS group decision-making is constructed by combining PFS with the entropy weighting method and prospect theory. In order to improve the reliability of decision-making, this paper proposes a new method for determining decision-maker weights based on comprehensive weights, which is used to distinguish the professional level of decision-makers. Finally, the PDS decision-making process is elaborated through case analysis, the effectiveness of the decision-making model is verified, and the differences between the PDS decision-making method and the traditional method are discussed, which proves the reliability of the method. The method proposed in this paper can provide support for the owner’s PDS selection.

1. Introduction

Investment in the Chinese construction industry has significantly increased in the past decades and is predicted to continue growing in the coming years [1]. Therefore, how to increase the investment efficiency of construction project is very important, which is concerned by the whole society [2]. Engineering project construction process is a series of transaction process. Practice has proved that project delivery system (PDS) is one of the critical factors affecting the success of a project [3–5]. How to design the most appropriate PDS for a project is crucial to the success of the project construction [3, 6].

The above decision method could provide support for the owner’s PDS selection but leaves some issues unanswered. The above study only analyses the decision-making problem of project delivery method or identifies the factors influencing of PDS selection. In fact, the project delivery method is closely related to the contract type, especially in China. The contract type and the project delivery method are related and affect each other and thus cannot be considered independently when choosing a PDS. These factors make PDS composed of "project delivery method" + "contract type" (e.g., DBB + unit price contract and EPC+ lump sum contract). Most existing studies on PDS selection fail to consider the contract type. In addition, in the decision-making process of PDS, it is common to invite experts to score and make decisions. However, existing research does not consider the professional fields of experts in building decision models, which leads to low reliability of decision results.

Based on the aforementioned research gap, this paper combines the project delivery method and contract type to establish a new PDS decision-making framework. Taking into account the ambiguity of the decision-making process and the psychological aversion to risk on the part of the decision-maker, this paper proposes a Pythagorean fuzzy decision-making method. In order to improve the reliability of decision-making, this paper proposes a new method for determining decision-maker weights based on comprehensive weights, which is used to distinguish the professional level of decision-makers. The purpose of this paper is to propose a more effective PDS decision-making method to support the PDS selection of owners. The rest of this paper is arranged as follows: Section 2 is preliminaries. Section 3 describes the PDS selection decision-making model. Section 4 verifies the applicability of the decision-making method through a case study. Section 5 is the discussion section. Section 6 is the conclusions of this study.

2. Preliminaries

2.1. A Brief Introduction to Pythagorean Fuzzy Set

Definition 1. For the nonempty set $X = \{x_1, x_2, \ldots, x_n\}$, an intuitionistic fuzzy set $I$ on $X$ is

$$I = \{(x, I(u_I(x), v_I(x))|x \in X\},$$

where $u_I(x) \in [0, 1]$ is the membership degree; $v_I(x) \in [0, 1]$ is the nonmembership degree; and $0 < u_I(x) + v_I(x) < 1$. According to the degree of membership and nonmembership, the hesitation degree can be calculated as $\pi_I(x) = 1 - u_I(x) - v_I(x)$ [16]. On the basis of intuitionistic fuzzy theory, Yager [17] proposed the Pythagorean fuzzy set (PFS). Compared with intuitionistic fuzzy set, PFS has more uncertainty and stronger applicability.

Definition 2. For the nonempty set $X = \{x_1, x_2, \ldots, x_n\}$, a PFS $P$ on $X$ is

$$P = \{(x, P(u_p(x), v_p(x)) | x \in X\},$$

where $u_p(x) \in [0, 1]$ is also the membership degree; $v_p(x) \in [0, 1]$ is the nonmembership degree; and $(u_p(x))^2 + (v_p(x))^2 < 1$. The hesitation degree can be calculated as $\pi_p(x) = \sqrt{1 - (u_p(x))^2 - (v_p(x))^2}$ [18]. For brevity, $(u_p(x), v_p(x))$ is called the Pythagorean fuzzy number, and $P(u_p(x), v_p(x))$ for short [19].

2.2. A Brief Introduction to Prospect Theory. Zadeh and Kahneman [20] proposed the concept of prospect theory based on game theory and psychology. Prospect theory means that before the decision-making behavior occurs, the decision-maker will set a reference point according to the plan. When the decision-maker has benefits, and the benefits are close to the reference point, he will avoid risks. However, when the decision-maker is faced with a loss, and the loss is close to the reference point, the decision-maker is more inclined to take risks. Decision-makers are loss-averse. The value function and the probability weight function are the most important parts of prospect theory.

Value functions are usually constructed based on risk-return and risk loss. It contains two independent variables: one is the benchmark reference point, and the other is the amount of change relative to the benchmark reference point. The value function is S-shaped in terms of gain and loss. In addition, the slope of the value function in the gain part is smaller than the slope of the loss part. The value curve is shown in Figure 1 [21].
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The PDS selection process is as follows:

1. Decision-makers are often invited from different fields. They are usually familiar with the attributes of their specialty, but usually not all of them [6]. Therefore, in order to solve this problem and improve the reliability of the decision, this study proposes a more refined decision-makers weight determination method based on the utility level of the evaluation information.

2. The level of information utility can be calculated by the distance measure formula. The average decision matrix $\bar{R} = (\bar{r}_{ij})_{m \times n}$ can represent the average level of evaluation information given by the decision group, and the matrix can be calculated by the following:

\[ Y_k = \begin{bmatrix}
    Y_{k1}^1 & Y_{k2}^1 & \cdots & Y_{kn}^1 \\
    \vdots & \vdots & \ddots & \vdots \\
    Y_{mn}^1 & Y_{nm}^1 & \cdots & 1 \\
\end{bmatrix}, \quad (4)
\]

where $Y_{ij}^k = (u_{ij}^k, v_{ij}^k)$ represents the decision-maker $D_k$’s evaluation value of $C_j$ for $C_i$, $i = 1, 2, \cdots, m; j = 1, 2, \cdots, n$, and $k = 1, 2, \cdots, I$.

3. PDS Selection Decision-Making Model

3.1. Indicators Affecting PDS Selection. PDS decision is very complex and influenced by many factors. PDS usually comprises "project delivery method" + "contract type." According to the results of the questionnaire survey [23], indicators affecting PDS selection are summarized, as shown in Table 1.

3.2. The Process of PDS Selection. For an engineering project PDS selection problem, assume that $A = (A_1, A_2, \cdots, A_m)$ represent the alternatives set, $C = (C_1, C_2, \cdots, C_n)$ represents the attributes set, and $D = (D_1, D_2, \cdots, D_l)$ represent the decision-makers set. The PDS selection process is as follows:

**Step 1: Individual evaluation of decision-makers.**

First, decision-makers are asked to evaluate each alternative over the indicators. The evaluation results are required to be given by utilizing PFSs. Let the decision evaluation results are $Y^k = (Y^k_1, Y^k_2, \cdots, Y^k_l)$, among them

\[ A_i = \begin{bmatrix}
    C_1 & C_2 & \cdots & C_n \\
    Y_{i1}^k & Y_{i2}^k & \cdots & Y_{in}^k \\
    \vdots & \vdots & \ddots & \vdots \\
    Y_{im}^k & Y_{im2}^k & \cdots & 1 \\
\end{bmatrix}, \quad (4)
\]

where $Y_{ij}^k = (u_{ij}^k, v_{ij}^k)$ represents the decision-maker $D_k$’s evaluation value of $C_j$ for $C_i$, $i = 1, 2, \cdots, m; j = 1, 2, \cdots, n$, and $k = 1, 2, \cdots, I$.

**Step 2: Determination of the weights of decision-makers.**

The determination of the weight of decision-makers is very important to the reliability of the decision [24]. In the PDS selection process, decision-makers are often invited from different fields. They are usually familiar with the attributes of their specialty, but usually not all of them [6]. Therefore, in order to solve this problem and improve the reliability of the decision, this study proposes a more refined decision-makers weight determination method based on the utility level of the evaluation information.

The level of information utility can be calculated by the distance measure formula. The average decision matrix $\bar{R} = (\bar{r}_{ij})_{m \times n}$ can represent the average level of evaluation information given by the decision group, and the matrix can be calculated by the following:

\[ Y_k = \begin{bmatrix}
    Y_{k1}^1 & Y_{k2}^1 & \cdots & Y_{kn}^1 \\
    \vdots & \vdots & \ddots & \vdots \\
    Y_{mn}^1 & Y_{nm}^1 & \cdots & 1 \\
\end{bmatrix}, \quad (4)
\]

where $Y_{ij}^k = (u_{ij}^k, v_{ij}^k)$ represents the decision-maker $D_k$’s evaluation value of $C_j$ for $C_i$, $i = 1, 2, \cdots, m; j = 1, 2, \cdots, n$, and $k = 1, 2, \cdots, I$.

**Step 3: Determination of the weights of decision-makers.**

The determination of the weight of decision-makers is very important to the reliability of the decision [24]. In the PDS selection process, decision-makers are often invited from different fields. They are usually familiar with the attributes of their specialty, but usually not all of them [6]. Therefore, in order to solve this problem and improve the reliability of the decision, this study proposes a more refined decision-makers weight determination method based on the utility level of the evaluation information.

The level of information utility can be calculated by the distance measure formula. The average decision matrix $\bar{R} = (\bar{r}_{ij})_{m \times n}$ can represent the average level of evaluation information given by the decision group, and the matrix can be calculated by the following:

\[ Y_k = \begin{bmatrix}
    Y_{k1}^1 & Y_{k2}^1 & \cdots & Y_{kn}^1 \\
    \vdots & \vdots & \ddots & \vdots \\
    Y_{mn}^1 & Y_{nm}^1 & \cdots & 1 \\
\end{bmatrix}, \quad (4)
\]

where $Y_{ij}^k = (u_{ij}^k, v_{ij}^k)$ represents the decision-maker $D_k$’s evaluation value of $C_j$ for $C_i$, $i = 1, 2, \cdots, m; j = 1, 2, \cdots, n$, and $k = 1, 2, \cdots, I$.

**Step 4: Determination of the weights of decision-makers.**

The determination of the weight of decision-makers is very important to the reliability of the decision [24]. In the PDS selection process, decision-makers are often invited from different fields. They are usually familiar with the attributes of their specialty, but usually not all of them [6]. Therefore, in order to solve this problem and improve the reliability of the decision, this study proposes a more refined decision-makers weight determination method based on the utility level of the evaluation information.

The level of information utility can be calculated by the distance measure formula. The average decision matrix $\bar{R} = (\bar{r}_{ij})_{m \times n}$ can represent the average level of evaluation information given by the decision group, and the matrix can be calculated by the following:

**Step 5: Determination of the weights of decision-makers.**

The determination of the weight of decision-makers is very important to the reliability of the decision [24]. In the PDS selection process, decision-makers are often invited from different fields. They are usually familiar with the attributes of their specialty, but usually not all of them [6]. Therefore, in order to solve this problem and improve the reliability of the decision, this study proposes a more refined decision-makers weight determination method based on the utility level of the evaluation information.

The level of information utility can be calculated by the distance measure formula. The average decision matrix $\bar{R} = (\bar{r}_{ij})_{m \times n}$ can represent the average level of evaluation information given by the decision group, and the matrix can be calculated by the following:

\[ Y_k = \begin{bmatrix}
    Y_{k1}^1 & Y_{k2}^1 & \cdots & Y_{kn}^1 \\
    \vdots & \vdots & \ddots & \vdots \\
    Y_{mn}^1 & Y_{nm}^1 & \cdots & 1 \\
\end{bmatrix}, \quad (4)
\]
\[ \tau_{ij} = (\bar{v}_{ij}, v_{ij}) = \left( \sqrt{1 - \prod_{k=1}^{l} \left( 1 - (u_{ij}^k)^2 \right)^{1/l}}, \prod_{k=1}^{l} (v_{ij}^k)^{1/l} \right). \]  

(5)

The Hamming distance [19] and Chebyshev distance [25] of \( R^k = (r_{ij})_{nm} \) and \( \bar{R} = (\tau_{ij})_{nm} \) can be calculated as follows [26]:

\[ d_1(R^k, \bar{R}) = \frac{1}{4nm} \sum_{i=1}^{n} \sum_{j=1}^{m} \left( \left( u_{ij}^k - \bar{u}_{ij} \right)^2 + \left( v_{ij}^k - \bar{v}_{ij} \right)^2 + \left( \pi_{ij}^k - \bar{\pi}_{ij} \right)^2 \right) \]  

(6)

\[ d_{\infty}(R^k, \bar{R}) = \max_{1 \leq j \leq m} \left\{ \left| (u_{ij}^k - \bar{u}_{ij})^2 \right|, \left| (v_{ij}^k - \bar{v}_{ij})^2 \right|, \left| (\pi_{ij}^k - \bar{\pi}_{ij})^2 \right| \} \]  

(7)

According to the comprehensive distance, the weight of the PFS. Pythagorean fuzzy entropy can be calculated by utilizing the following equation [27]:

\[ E_{A_j} = \frac{1}{n} \sum_{i=1}^{n} \frac{1 - E_{A_j}}{1 + \pi_{ij}^k} \].

(11)

Then, the following equation can be used to calculate the weights of the attributes.

\[ w_j = \frac{1}{\sum_{i=1}^{n} (1 - E_{A_j})}. \]

(12)

Step 5: Transformed Pythagorean fuzzy decision matrix into the interval number decision matrix.

The group Pythagorean fuzzy decision matrix \( R = (r_{ij})_{nm} \) can be transformed into interval number decision matrix \( X = (x_{ij}^u, x_{ij}^l) \) by utilizing the following equation [28]:

\[ x_{ij}^u = u_{ij} \]

\[ x_{ij}^l = \sqrt{1 - (v_{ij})^2}. \]

(13)

Step 6: Normalization of interval number decision matrix.

The normalization process of interval number decision matrix is as follows:

\[ r_{ij}^u = \frac{x_{ij}^u}{\sqrt{\sum_{i=1}^{n} (x_{ij}^u)^2}}, r_{ij}^l = \frac{x_{ij}^l}{\sqrt{\sum_{i=1}^{n} (x_{ij}^l)^2}}. \]

(14)
Step 7: Positive and negative ideal distance.

The selection of the reference points is very important to the application of prospect theory [29]. This study takes the positive and negative ideal reference points to judge the gains and losses. The positive and negative ideal reference points are as follows:

\[
r_{ij}^+ = \left[ r_{ij}^{+m}, r_{ij}^{+n} \right] = \left[ \max_{i=1}^{m} r_{ij}^+, \max_{i=1}^{m} r_{ij}^+ \right],
\]

\[
r_{ij}^- = \left[ r_{ij}^{-m}, r_{ij}^{-n} \right] = \left[ \min_{i=1}^{m} r_{ij}^-, \min_{i=1}^{m} r_{ij}^- \right].
\]

The gain and loss in the value function can be represented by the distance between the indicator and the corresponding positive and negative ideal reference point. Let the normalized distance between the \( j \) index of decision plan \( A_i \) and positive and negative ideal reference points be \( d(r_{ij}, r_{ij}^+) \) and \( d(r_{ij}, r_{ij}^-) \). The distance between the decision plan \( A_i \) and positive and negative ideal reference points can be computed by utilizing the following equations [30]:

\[
d\left( r_{ij}, r_{ij}^+ \right) = \sqrt{(r_{ij}^+ - r_{ij}^+)^2 + (r_{ij}^- - r_{ij}^-)^2},
\]

\[
d\left( r_{ij}, r_{ij}^- \right) = \sqrt{(r_{ij}^- - r_{ij}^+)^2 + (r_{ij}^+ - r_{ij}^-)^2}.
\]

Step 8: Value analysis.

According to Equations (3) and (4), the value of the \( j \)th indicator of alternative \( A_i \) is calculated as follows:

\[
V^+(A_i) = \sum_{j=1}^{n} v^+ \left[ d\left( r_{ij}, r_{ij}^+ \right) \right],
\]

\[
V^-(A_i) = \sum_{j=1}^{n} v^- \left[ d\left( r_{ij}, r_{ij}^- \right) \right].
\]

The higher the value of \( V_i \), the better the corresponding alternative. Then, the alternatives can be ranked according to the prospect values. Finally, the optimal alternative can be obtained according to the ranking results.

4. Case Study

4.1. Brief Introduction. The A pumping station is located in Jiangsu Province, China, and the engineering project includes the design of the pumping station, the construction of the station’s civil engineering works, and the installation of water pump units. This pumping station is relatively important and requires high standards in engineering design and construction. Before the construction of the project, the owner intends to select the most suitable PDS from the four PDSs: CM + TC (A1), DBB + UPC (A2), DB + TC (A3), and DB + UPC (A4). The owner invited four experts from related fields to assist in the selection of the PDS. Based on the constructed index system, experts use Pythagorean fuzzy numbers to evaluate and score the secondary indicators.

4.2. PDS Selection. For this case, the PDS decision-making process is as follows:

Step 1: Individual evaluation of decision-makers.

According to the actual situation of the project, the four experts were first invited to give the ratings of each alternative over the evaluation indicators. The evaluation results need to be presented using Pythagorean fuzzy numbers. The evaluation results are shown in Table 2.

Step 2: Determination of the weights of decision-makers.

According to the evaluation results of decision-makers in Table 2, using the formula for calculating the weight of decision-makers (Equations (5)–(9)), the weight of decision-
<table>
<thead>
<tr>
<th>Experts</th>
<th>Alternatives</th>
<th>C₁</th>
<th>C₂</th>
<th>C₃</th>
<th>C₄</th>
<th>C₅</th>
<th>C₆</th>
<th>C₇</th>
<th>C₈</th>
<th>C₉</th>
<th>C₁₀</th>
<th>C₁₁</th>
<th>C₁₂</th>
<th>C₁₃</th>
<th>C₁₄</th>
</tr>
</thead>
<tbody>
<tr>
<td>D₁</td>
<td>A₁</td>
<td>0.80</td>
<td>0.15</td>
<td>0.75</td>
<td>0.20</td>
<td>0.35</td>
<td>0.50</td>
<td>0.55</td>
<td>0.15</td>
<td>0.70</td>
<td>0.25</td>
<td>0.80</td>
<td>0.25</td>
<td>0.35</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>A₂</td>
<td>0.90</td>
<td>0.20</td>
<td>0.85</td>
<td>0.15</td>
<td>0.25</td>
<td>0.65</td>
<td>0.55</td>
<td>0.20</td>
<td>0.65</td>
<td>0.30</td>
<td>0.90</td>
<td>0.30</td>
<td>0.35</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>A₃</td>
<td>0.90</td>
<td>0.20</td>
<td>0.85</td>
<td>0.25</td>
<td>0.45</td>
<td>0.50</td>
<td>0.55</td>
<td>0.10</td>
<td>0.55</td>
<td>0.30</td>
<td>0.75</td>
<td>0.20</td>
<td>0.25</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td>A₄</td>
<td>0.90</td>
<td>0.20</td>
<td>0.85</td>
<td>0.20</td>
<td>0.35</td>
<td>0.55</td>
<td>0.10</td>
<td>0.65</td>
<td>0.15</td>
<td>0.75</td>
<td>0.20</td>
<td>0.65</td>
<td>0.30</td>
<td>0.70</td>
</tr>
<tr>
<td>D₂</td>
<td>A₁</td>
<td>0.50</td>
<td>0.20</td>
<td>0.80</td>
<td>0.40</td>
<td>0.65</td>
<td>0.20</td>
<td>0.75</td>
<td>0.50</td>
<td>0.50</td>
<td>0.80</td>
<td>0.80</td>
<td>0.50</td>
<td>0.70</td>
<td>0.70</td>
</tr>
<tr>
<td></td>
<td>A₂</td>
<td>0.70</td>
<td>0.20</td>
<td>0.60</td>
<td>0.50</td>
<td>0.75</td>
<td>0.25</td>
<td>0.80</td>
<td>0.50</td>
<td>0.45</td>
<td>0.80</td>
<td>0.85</td>
<td>0.50</td>
<td>0.50</td>
<td>0.70</td>
</tr>
<tr>
<td></td>
<td>A₃</td>
<td>0.80</td>
<td>0.50</td>
<td>0.90</td>
<td>0.35</td>
<td>0.65</td>
<td>0.20</td>
<td>0.70</td>
<td>0.40</td>
<td>0.65</td>
<td>0.60</td>
<td>0.65</td>
<td>0.35</td>
<td>0.60</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td>A₄</td>
<td>0.65</td>
<td>0.35</td>
<td>0.70</td>
<td>0.30</td>
<td>0.55</td>
<td>0.20</td>
<td>0.65</td>
<td>0.50</td>
<td>0.70</td>
<td>0.60</td>
<td>0.70</td>
<td>0.55</td>
<td>0.70</td>
<td>0.60</td>
</tr>
<tr>
<td>D₃</td>
<td>A₁</td>
<td>0.55</td>
<td>0.65</td>
<td>0.85</td>
<td>0.35</td>
<td>0.65</td>
<td>0.45</td>
<td>0.35</td>
<td>0.65</td>
<td>0.55</td>
<td>0.65</td>
<td>0.35</td>
<td>0.60</td>
<td>0.45</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td>A₂</td>
<td>0.85</td>
<td>0.25</td>
<td>0.70</td>
<td>0.40</td>
<td>0.60</td>
<td>0.50</td>
<td>0.85</td>
<td>0.15</td>
<td>0.75</td>
<td>0.50</td>
<td>0.80</td>
<td>0.40</td>
<td>0.65</td>
<td>0.30</td>
</tr>
<tr>
<td></td>
<td>A₃</td>
<td>0.90</td>
<td>0.20</td>
<td>0.85</td>
<td>0.30</td>
<td>0.85</td>
<td>0.35</td>
<td>0.70</td>
<td>0.30</td>
<td>0.60</td>
<td>0.45</td>
<td>0.65</td>
<td>0.50</td>
<td>0.45</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>A₄</td>
<td>0.65</td>
<td>0.40</td>
<td>0.35</td>
<td>0.50</td>
<td>0.55</td>
<td>0.45</td>
<td>0.35</td>
<td>0.55</td>
<td>0.45</td>
<td>0.70</td>
<td>0.45</td>
<td>0.70</td>
<td>0.25</td>
<td>0.50</td>
</tr>
<tr>
<td>D₄</td>
<td>A₁</td>
<td>0.70</td>
<td>0.35</td>
<td>0.40</td>
<td>0.60</td>
<td>0.40</td>
<td>0.55</td>
<td>0.35</td>
<td>0.65</td>
<td>0.45</td>
<td>0.35</td>
<td>0.65</td>
<td>0.35</td>
<td>0.35</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>A₂</td>
<td>0.90</td>
<td>0.30</td>
<td>0.45</td>
<td>0.55</td>
<td>0.55</td>
<td>0.45</td>
<td>0.35</td>
<td>0.75</td>
<td>0.80</td>
<td>0.20</td>
<td>0.80</td>
<td>0.25</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>A₃</td>
<td>0.85</td>
<td>0.20</td>
<td>0.65</td>
<td>0.35</td>
<td>0.75</td>
<td>0.35</td>
<td>0.90</td>
<td>0.10</td>
<td>0.75</td>
<td>0.15</td>
<td>0.80</td>
<td>0.30</td>
<td>0.45</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td>A₄</td>
<td>0.65</td>
<td>0.45</td>
<td>0.35</td>
<td>0.55</td>
<td>0.50</td>
<td>0.40</td>
<td>0.50</td>
<td>0.45</td>
<td>0.60</td>
<td>0.25</td>
<td>0.55</td>
<td>0.35</td>
<td>0.60</td>
<td>0.40</td>
</tr>
</tbody>
</table>

**Table 2: Individual evaluation results.**
makers can be calculated as $\lambda = (0.2430, 0.2493, 0.2623, 0.2453)$.

Step 3: Aggregate individual evaluation information.

After the weight of decision-makers is determined, the individual evaluation information can be aggregated by utilizing Equation (10). The evaluation matrix after aggregation is shown in Table 3.

Step 4: Attributes weight determination.

According to the evaluation information and the attributes weight calculation method provided in the preceding text (Equations (11) and (12)), the weights of attributes can be calculated as follows:

$$w = (0.1312, 0.0981, 0.0431, 0.0653, 0.0478, 0.0900, 0.0308, 0.0630, 0.0787, 0.0928, 0.0643, 0.0578, 0.0686, 0.0684).$$

Step 5: Transformed Pythagorean fuzzy decision matrix into interval number decision matrix.

According to the transformation formula (Equations (13)), the group Pythagorean fuzzy decision matrix can be transformed into an interval number decision matrix. The interval number decision matrices after transformed are presented in Table 4.

Step 6: Normalization of interval number decision matrix.

### Table 3: Collective decision matrix.

<table>
<thead>
<tr>
<th>Alternatives</th>
<th>$C_1$</th>
<th>$C_2$</th>
<th>$C_3$</th>
<th>$C_4$</th>
<th>$C_5$</th>
<th>$C_6$</th>
<th>$C_7$</th>
<th>$C_8$</th>
<th>$C_9$</th>
<th>$C_{10}$</th>
<th>$C_{11}$</th>
<th>$C_{12}$</th>
<th>$C_{13}$</th>
<th>$C_{14}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1$</td>
<td>0.6633</td>
<td>0.2915</td>
<td>0.7523</td>
<td>0.3605</td>
<td>0.5469</td>
<td>0.3962</td>
<td>0.5498</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$A_2$</td>
<td>0.8553</td>
<td>0.2342</td>
<td>0.6932</td>
<td>0.3403</td>
<td>0.5896</td>
<td>0.4369</td>
<td>0.7132</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$A_3$</td>
<td>0.8692</td>
<td>0.2513</td>
<td>0.8353</td>
<td>0.3097</td>
<td>0.7201</td>
<td>0.3320</td>
<td>0.7537</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$A_4$</td>
<td>0.7478</td>
<td>0.3365</td>
<td>0.6485</td>
<td>0.3607</td>
<td>0.4992</td>
<td>0.3750</td>
<td>0.5297</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 4: Interval number decision matrix.

<table>
<thead>
<tr>
<th>Alternatives</th>
<th>$C_1$</th>
<th>$C_2$</th>
<th>$C_3$</th>
<th>$C_4$</th>
<th>$C_5$</th>
<th>$C_6$</th>
<th>$C_7$</th>
<th>$C_8$</th>
<th>$C_9$</th>
<th>$C_{10}$</th>
<th>$C_{11}$</th>
<th>$C_{12}$</th>
<th>$C_{13}$</th>
<th>$C_{14}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1$</td>
<td>0.4399</td>
<td>0.9150</td>
<td>0.5660</td>
<td>0.8700</td>
<td>0.2991</td>
<td>0.8430</td>
<td>0.3023</td>
<td>0.8182</td>
<td>0.3198</td>
<td>0.7827</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$A_2$</td>
<td>0.7316</td>
<td>0.9451</td>
<td>0.4805</td>
<td>0.8702</td>
<td>0.3477</td>
<td>0.8091</td>
<td>0.5086</td>
<td>0.8961</td>
<td>0.4818</td>
<td>0.8427</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$A_3$</td>
<td>0.7555</td>
<td>0.9368</td>
<td>0.6978</td>
<td>0.9041</td>
<td>0.5186</td>
<td>0.8898</td>
<td>0.5681</td>
<td>0.9645</td>
<td>0.4198</td>
<td>0.8835</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$A_4$</td>
<td>0.0172</td>
<td>0.8868</td>
<td>0.4206</td>
<td>0.8699</td>
<td>0.2492</td>
<td>0.8594</td>
<td>0.2806</td>
<td>0.8859</td>
<td>0.3120</td>
<td>0.8602</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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The group Pythagorean fuzzy decision matrix can be transformed into interval number decision matrix by utilizing Equations (14) and (15). The results are presented in Table 5.

Step 7: Calculate the positive and negative ideal distance.

According to interval number decision matrix and the ideal distance calculation method (Equations (16)–(19)), the positive and negative ideal distances $d(r_{ij}, r_{ij}^*)$ and $d(r_{ij}^+ , r_{ij}^-)$ of the normalized decision matrix can be calculated. The calculation results are shown in Table 6.

Step 8: Value analysis.

According to Equations (20) and (21), the value function values of each alternative can be calculated, as shown in Table 7.

Step 9: Probability weighting calculation for gain and loss.

According to Equations (22) and (23), the probability weights of gain and loss for each indicator can be calculated. The result is shown in Table 8.

Step 10: Decision-making.

According to the probability weights of gain and loss for each indicator and the prospect value calculation method (Equation (24)), the prospect values of every available PDS can be calculated as follows:

$$V_1 = -0.3469, V_2 = 0.0792, V_3 = 0.1688, V_4 = -0.7640.$$  

Then, the alternatives can be ranked according to the prospect value. The larger the prospect values, the more optimal the solution. For this project, the ranking order is $V_3 > V_2 > V_1 > V_4$. Obviously, DB + TC (A3) is the best PDS for this project.

5. Discussion

Based on the PFS, this paper introduces the weight of decision-makers considering the different degrees of expert expertise and combines it with the improved entropy weight method and prospect theory to construct a new PDS decision-making method. Through model calculation and analysis, it was ultimately determined that DB + TC (A3) was the optimal PDS for the case project. In order to validate the effectiveness of the PDS decision-making method constructed in this paper, the decision results are compared with the results of the TOPSIS model and the fuzzy comprehensive evaluation model. The results are shown in Table 9.

From Table 9, we can see that the calculation results of the three methods rank DBB + UPC (A2) and DB + TC (A3) in the top two positions. However, the difference is that the decision model proposed in this paper ranks the scheme DB + TC (A3) first, while the other two decision models rank the scheme DBB + UPC (A2) first. The difference is mainly due to the fact that the prospect theory focuses more on choosing a certain solution with a small return rather than a scheme.

### Table 5: Normalized decision matrix.

<table>
<thead>
<tr>
<th>Alternatives</th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
<th>C4</th>
<th>C5</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>0.2292</td>
<td>0.6562</td>
<td>0.3019</td>
<td>0.5913</td>
<td>0.1622</td>
</tr>
<tr>
<td>A2</td>
<td>0.3812</td>
<td>0.6778</td>
<td>0.2563</td>
<td>0.5914</td>
<td>0.1885</td>
</tr>
<tr>
<td>A3</td>
<td>0.3936</td>
<td>0.6719</td>
<td>0.3722</td>
<td>0.6144</td>
<td>0.2812</td>
</tr>
<tr>
<td>A4</td>
<td>0.0090</td>
<td>0.6360</td>
<td>0.2244</td>
<td>0.5912</td>
<td>0.1351</td>
</tr>
</tbody>
</table>

Continued

<table>
<thead>
<tr>
<th>Alternatives</th>
<th>C6</th>
<th>C7</th>
<th>C8</th>
<th>C9</th>
<th>C10</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>0.2653</td>
<td>0.5780</td>
<td>0.1366</td>
<td>0.6876</td>
<td>0.1583</td>
</tr>
<tr>
<td>A2</td>
<td>0.3856</td>
<td>0.6033</td>
<td>0.2077</td>
<td>0.7346</td>
<td>0.2485</td>
</tr>
<tr>
<td>A3</td>
<td>0.2748</td>
<td>0.5905</td>
<td>0.0862</td>
<td>0.6306</td>
<td>0.2355</td>
</tr>
<tr>
<td>A4</td>
<td>0.2187</td>
<td>0.5696</td>
<td>0.2241</td>
<td>0.7984</td>
<td>0.2246</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Alternatives</th>
<th>C11</th>
<th>C12</th>
<th>C13</th>
<th>C14</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>0.2129</td>
<td>0.6978</td>
<td>0.2213</td>
<td>0.6385</td>
</tr>
<tr>
<td>A2</td>
<td>0.2611</td>
<td>0.6797</td>
<td>0.2490</td>
<td>0.6546</td>
</tr>
<tr>
<td>A3</td>
<td>0.2616</td>
<td>0.7007</td>
<td>0.2891</td>
<td>0.6215</td>
</tr>
<tr>
<td>A4</td>
<td>0.1857</td>
<td>0.5839</td>
<td>0.1960</td>
<td>0.5941</td>
</tr>
<tr>
<td>Alternatives</td>
<td>$C_1$</td>
<td>$C_2$</td>
<td>$C_3$</td>
<td>$C_4$</td>
</tr>
<tr>
<td>--------------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
</tr>
<tr>
<td>$A_1$</td>
<td>0.1658</td>
<td>0.2212</td>
<td>0.0740</td>
<td>0.0776</td>
</tr>
<tr>
<td>$A_2$</td>
<td>0.0125</td>
<td>0.3745</td>
<td>0.1181</td>
<td>0.0320</td>
</tr>
<tr>
<td>$A_3$</td>
<td>0.0059</td>
<td>0.3863</td>
<td>0.0000</td>
<td>0.1497</td>
</tr>
<tr>
<td>$A_4$</td>
<td>0.3869</td>
<td>0.0000</td>
<td>0.1497</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

**Table 6: Positive and negative ideal distances.**

<table>
<thead>
<tr>
<th>Alternatives</th>
<th>$C_6$</th>
<th>$C_7$</th>
<th>$C_8$</th>
<th>$C_9$</th>
<th>$C_{10}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1$</td>
<td>0.1229</td>
<td>0.0473</td>
<td>0.1412</td>
<td>0.0761</td>
<td>0.1246</td>
</tr>
<tr>
<td>$A_2$</td>
<td>0.0000</td>
<td>0.1702</td>
<td>0.0659</td>
<td>0.1599</td>
<td>0.0000</td>
</tr>
<tr>
<td>$A_3$</td>
<td>0.1115</td>
<td>0.0599</td>
<td>0.2172</td>
<td>0.0000</td>
<td>0.0392</td>
</tr>
<tr>
<td>$A_4$</td>
<td>0.1702</td>
<td>0.0000</td>
<td>0.2172</td>
<td>0.0239</td>
<td>0.1086</td>
</tr>
</tbody>
</table>

**Table 7: Value function.**

<table>
<thead>
<tr>
<th>Alternatives</th>
<th>$C_{11}$</th>
<th>$C_{12}$</th>
<th>$C_{13}$</th>
<th>$C_{14}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1$</td>
<td>0.0488</td>
<td>0.1171</td>
<td>0.0697</td>
<td>0.0511</td>
</tr>
<tr>
<td>$A_2$</td>
<td>0.0209</td>
<td>0.1219</td>
<td>0.0401</td>
<td>0.0804</td>
</tr>
<tr>
<td>$A_3$</td>
<td>0.0000</td>
<td>0.1392</td>
<td>0.0331</td>
<td>0.0970</td>
</tr>
<tr>
<td>$A_4$</td>
<td>0.1392</td>
<td>0.0000</td>
<td>0.1110</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

**Continued**
with a large risk and a large return. The DB+TC \((A_3)\) scheme can reduce the risks associated with estimating the quantity of the project and project management for the owner, which is beneficial for them.

6. Conclusions

PDS selection has a great impact on the performance of the engineering project. Considering that in typical situations, the project delivery method and contract type have a high correlation, we have developed, for the first time, a new PDS decision framework based on a combination of "project delivery method" and "contract type." In the PDS decision-making process, given the ambiguity of evaluation criteria and the differences in decision-makers’ expertise, we innovatively introduced the PFS and decision-maker weights to enhance the reliability of decision outcomes. Furthermore, we innovatively combined the above-mentioned methods with entropy weighting and prospect theory to construct a PDS decision model. Finally, the effectiveness of the proposed decision-making model was verified through case analysis and comparison analysis of the evaluation results of the TOPSIS model and the fuzzy comprehensive evaluation model. The PDS decision-making method proposed in this paper is more reliable and can provide support for the owner’s PDS selection.

Although this study has made every effort to consider all factors related to PDS selection, there are still some shortcomings. For example, we did not fully consider the impact of owner management mode on the selection of PDS. This will be a direction for future research. In addition, we are also striving to promote the application of the PDS decision model in actual engineering and further optimize the proposed decision method based on its practical application effects.
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