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Point cloud data-based edge line extraction is an important task for accurate geometrical inspection of precast concrete (PC)
elements in the construction industry. Although a few edge extraction algorithms have been developed so far based on point cloud
data, little attention has been paid on which edge extraction algorithm performs the best in terms of edge estimation accuracy. To
tackle the research gap, this study aims to evaluate currently available edge extraction algorithms in order to determine optimal
algorithm for precise geometrical inspection of PC elements. To do this, simulated scan points are first generated and used for
algorithm performance analysis using a geometrical model and a measurement noise modeling that determine the coordinates of
simulated scan points. For validation of the simulation approach, comparison tests with experimental data are performed and the
results show that the simulation approach has a high similarity of more than 90% compared to experimental data in terms of the
number of scan points, scan pattern, and scan density, proving the effectiveness of the simulation-based evaluation method. In
addition, it shows that a least square regression (LSR) algorithm provides the best performance with an edge extraction accuracy of
1.56 and 2.71mm for simulated and experimental scan points, respectively. The contributions of this study are (1) development of
the geometrical model and noise modeling based on actual scan data and (2) validation of simulated-based evaluation method on
the lab-scale PC slabs.

1. Introduction

Computer vision technologies have been widely applied in
various industries for automation and enhancement of pro-
ductivity [1–3]. This trend is not exceptional in the construc-
tion industry, with techniques like prefabricated construction
and offsite manufacturing popularly utilized in recent years
[3, 4]. One example is the quality control of precast concrete
(PC) elements including precast girders and precast concrete
slabs during the manufacturing stage [4–8]. However, one criti-
cal issue related to quality control is that failure in assembly

between PC elements often occurs onsite during the construc-
tion stage [9, 10]. To tackle the problem, accurate dimensional
quality assessment of individual component is necessary since
large dimensional errors can cause structural failures and con-
struction delays [11–13]. Due to their excellent accuracy and
speed, noncontact sensing tools, point cloud data obtained
from laser scanners have been widely utilized for dimensional
quality assessment (DQA) of PC elements owing to their high
accuracy and speed [14–20].

In general, the construction tolerance standards possess
an important role in assuring the dimensional quality for PC
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elements. Table 1 summarized the dimensional tolerance for
prefabrication elements based on the inspection checklists
from Precast Concrete Institute [21] and American Concrete
Institute [22]. There are four dimensional features needed to
check in the geometry category, which are dimension, position,
straightness, and squareness. Each dimensional feature con-
sists of specific checklists for inspection called “dimensional
attribute.” For instance, length and vertical are the attributes
for the feature “Position.” It is necessary to guarantee each
dimensional attribute falls within its specified tolerance.

Some studies used scan points obtained from laser scan-
ning to extract edge lines for DQA of prefabricated construc-
tion components [23, 24]. However, few studies have focused
on the edge line extraction algorithm that performs best
among them to ensure accurate DQA of PC elements. More-
over, collecting actual scan points for the evaluation of edge
line estimation algorithms under varying scan parameters is
time-consuming because of the heavy workloads caused by
the experimental setup. Therefore, to tackle these problems,
this study proposes a simulation-based evaluation approach
to determine optimal edge line extraction algorithm for DQA
of PC slabs with rectangular shapes. To this end, simulated
scan points were created by developing a mathematical rela-
tionship between the scanner and the target object with
respect to the principle of laser beam emission. Thus, the
optimal edge extraction algorithm and scan parameters can
be determined without actual scans, resulting in an efficient
scan configuration determination. For validation, this study
conducts a comparison test with an experiment-based eval-
uation method that collected actual scan points.

There are two reasons to utilize the simulation-based
method instead of directly using actual scan data. First, the
simulation-based method offers better efficiency as there is
no need for data collection in field. Second, more in-depth
analysis is available in the simulation-based method since a
variety of scan parameters including incidence angle and
scan density can be tested to verify the relationship between
accuracy and each parameter. The uniquenesses of this study
are as follows: (1) development of a geometrical model with
noise modeling that determines the coordinates of scan
points falling on target surfaces and (2) validation of the
proposed method with experiment data under varying scan-
ning parameters to ensure accurate and efficient DQA.

This article is structured as follows. Relevant previous
studies are presented and analyzed in detail in Section 2.
Section 3 describes the simulation method that generates
virtual scan points using the geometrical model, followed
by in-depth validation of the method in Sections 4 and 5.

Sections 6 and 7 present the discussion points and a short
summary of the findings of this study.

2. Literature Review

2.1. DQA Based on Laser Scanning. Numerous studies have
suggested employing DQA through the utilization of laser
scanning on building elements, including steel-frame struc-
tures [25, 26], building facades [27, 28], timber beams [29],
and precast bridge slabs [30]. For example, Bosche et al.
[25, 26] proposed an object detection method that recognizes
construction components from point cloud data for dimen-
sional compliance inspection of a steel-frame structure. In
this study, the as-designed model and the acquired data from
laser scanning were registered together to extract the construc-
tion components, resulting in automatic DQA with respect to
the dimensional tolerance. Truong-Hong et al. [27] detected
the building boundary points of windows and doors from laser
scanner data and transformed these data into a solid model to
extract the as-is dimensions. In this work, experimental tests
revealed that there was an average discrepancy of 1.2% (about
15mm) for three different building facades between the
ground truth measurements and the extracted dimensions.
Subsequently, Truong-Hong et al. [28] proposed a new feature
recognition method that integrates an angle criterion and vox-
elization to reconstruct the buildingmodels from laser scanner
data for dimensional compliance control. The experimental
tests showed that the proposed approach recognized building
boundaries and features with an error of 0.6%. Caballero et al.
[29] proposed a dimensional estimation algorithm for the
cross-sectional contour of timber beams based on point cloud
data. The collected scan points falling on the beams were first
separated into numerous slices, and then, the dimensions of
the beams were extracted based on an alpha-shape algorithm.
The validation tests on timber beams provided a relative
dimensional error of 3%. Yoon et al. [30] also presented an
optimal placement method for assembling precast bridge
slabs based on laserscanner data. The as-built dimensions
of dimensional features on the girders were first extracted to
guide the placement of the precast deck panels. Field tests
indicated that 54 mismatches could be addressed by imple-
menting the proposed method.

In summary, although numerous studies on laser scanning–
based DQA of construction components have been compre-
hensively studied and developed, few studies have focused on
which edge extraction algorithm performs best to ensure accu-
rate DQA of PC elements. Thus, it is necessary to assess exist-
ing edge extraction algorithms under different scan parameters
to determine an optimal algorithm with scan configurations
for the accurate geometrical inspection of PC elements.

2.2. Edge Line Extraction Algorithms for DQA. This section
describes the existing edge extraction algorithms that use point
cloud data in detail. In this study, three primary algorithms using
point cloud data [31–34] are used for performance analysis. First,
the concept of the vector sum algorithm [31] is explained in
Figure 1. The algorithmwas proposed using a unique geometrical
formation of point cloud data, with respect to the assumption
that the pattern of the scan points is regular. It employs the

TABLE 1: Dimensional Tolerance for Precast and Prestressed Con-
crete Elements [21, 22].

Feature Dimensional attribute (tolerance)

Dimension Length (Æ6mm); width (Æ6mm); thickness (Æ6mm)
Position Length (horizontal (Æ6mm); vertical (Æ6mm))
Straightness Size (Æ10mm)
Squareness Size (Æ3mm)
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addition of eight vectorsVðpiÞ : from a scanning point (pi) toward
its eight nearest adjacent scanning points pimm¼1…8 to serve as a
marker for identifying edge points. If the eight vectors’ sum
VðpiÞ : of a target point (pi) is smaller or equal to 2.5 times of the
interval of the scan points (D), the target point (pi) is recognized
as a nonedge point. Alternatively, if not, the target point (pi) is
classified as an edge point. After isolating the edge points, a least-
squares fitting algorithm was employed to fit each edge line.
Finally, dimensional compensation for the edge loss of the target
construction object is conducted using the model developed by
Tang et al. [35] to address the mixed-pixel phenomenon.
Figure 1(a) shows the mixed-pixel effect that occurs as one beam
is separated into two and falls on varying surfaces at varying
ranges from the laser scanner. Figure 1(b) indicates an example
of mixed pixels caused by the edges, and the laser scanner
detects a combination of two distinct signals, leading to
imprecise measurements of the point cloud data.

Next, the other two edge extraction algorithms using
the LSR algorithm [32] and the RANSAC algorithm [34]
are illustrated in Figure 2. The concepts of the “LSR1” and
“LSR2” algorithms proposed by Wang et al. [33] and Fischler
and Bolles [34] are based on the generation of hypothesis scan
points. Here, the two LSR algorithms (LSR1 and LSR2) are the
same in the fitting method but different in the data sets used.
As can be seen in Figure 2, the data set used for the LSR1
regards the mixed pixel points as hypothesis scan points to be
used for edge line fitting. In contrast, the LSR2 algorithm
ignores the mixed pixel scan points but instead generates
background points outside the true edges of the PC slab to
be used as hypothesis scan points. The initial step of both
algorithms involves the extraction of last valid scan points
(LVSPs) located within the edge lines. Following this, hypoth-
esis scan points (HSPs) are generated next to the LVSPs.
Ultimately, the centers located between the LVSPs’ and
HSPs’ center points are computed. These centers are then
employed in a least-square regression process to establish
an edge line. It is important to note that the centers of the
respective laser beams are identified as the center points of
both LVSPs and HSPs.

The other fitting algorithm investigated in this research is
the RANSAC algorithm [33, 34] which is a popular algorithm

for line fitting due to its high capability in accurately fitting
scan points even in the presence of numerous outliers. The
two algorithms, RANSAC1 and RANSAC2, have a similar
line fitting principle to the LSR1 and LSR2 algorithms that
use virtual scan points. The two RANSCAN algorithms are
different each other in terms of the use of mixed pixel scan
data for line fitting.

3. Methodology

3.1. Overview. Figure 3 shows the schematic of the proposed
simulation-based evaluation method. First, the simulated
scan points were generated using a geometrical model with a
noise modeling for evaluation of edge extraction algorithms.
Then, the experimental scan points were collected, and data
preprocessing was performed on the acquired scan points to
validate the geometric model. Finally, the five edge line algo-
rithms of vector-sum algorithm, “LSR1,” “LSR2,” “RANSAC1,”
and “RANSAC2” were performed on both simulated scan
points and experimental scan points to calculate DQA accu-
racy for evaluation of edge extraction algorithms. Illustration
of each step is provided in the subsequent sections.

3.2. Generation of Simulated Scan Points Using Geometrical
Model. There are three steps for generation of simulated scan
points: (1) creation of a geometrical model to identify scan
points’ coordinates falling on target surfaces, (2) modeling of
measurement noise, and (3) generation of simulated scan
points on PC elements.

Step 1—development of a geometrical model: Figure 4
presents the geometrical model of a target surface. Note that
the scan parameters from the technical instruction of the
laser scanner is assumed to be precise and reliable. Applying
the laser scanner’s line-of-sight principle, the y-coordinate of
the laser beam can be calculated on the target surface with a
horizontal angle of H and a vertical angle of V as follows:

y ¼ d ×
1

cosH
× tanV ¼ d ×

1
cos ΔH × ið Þ × tan ΔV × jð Þ

ð1Þ

Laser beam

Surface 1
Surface 2

Mixed pixels

FIGURE 1: Mixed-pixel phenomenon. The phenomenon appears at the edges of a construction object where the beam is separated into two and
reflected from two varying surfaces.
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where respectively,H andV stand for the horizontal and vertical
angular resolution. The vertical scanning distance (d) between the
surface of the object and the laser scanner is represented. The
following equation is used to calculate the laser beam’s x coordi-
nate under the same horizontal and vertical angles (H and
V), similar to how the y coordinate is calculated:

x ¼ d ×
1

cosV
× tanH ¼ d ×

1
cos ΔV × jð Þ × tan ΔH × ið Þ

ð2Þ

Step 2—modeling of measurement noise: This step aims
to reflect the actual position of each scan point with

ss

• LSR 1 and RANSAC 1 

LSR 2 and RANSAC 2 •

Methods 1 and 2 concept

ss

Mixed
pixel 

: Last valid scan point (LVSP)

: Hypothesis scan point (HSP)

: Center point of valid point
: Center point of hypothesis point
: Center between LVSP and HSP
: Fitted edge line

Background
points 

ðaÞ

: Last valid scan point (LVSP)

: Hypothesis scan point (HSP)

: Center point of valid point
: Center point of hypothesis point
: Center between LVSP and HSP
: Fitted edge line

LSR fitting

RANSAC fitting

ðbÞ
FIGURE 2: Data sets and working principle of edge line fitting for the algorithms of “LSR1,” “LSR2,” “RANSAC1,” and “RANSAC2”: (a) data
sets used for edge line fitting; (b) working principle of edge line fitting algorithms.

(1) Generation of simulated scan
      points using geometrical model

Step 1—development of a geometrical model
Step 2—modeling of measurement noise
Step 3—generation of simulated scan points on PC elements 

(3) Evaluation of edge extraction
    algorithms

(2) Validation of geometrical
     model with experimental data

(Section 4)

(Section 5)

Step 1—acquisition and data processing of experimental data
Step 2—comparison between simulated data and experimental data 

Vector-sum
LSR 1
LSR 2
RANSAC 1
RANSAC 2 

(Section 3.2)

FIGURE 3: Overall procedure for the proposed simulation-based evaluation method.
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measurement noise. Here, the measurement noise is defined
as the standard deviation of the distance values of scan points
from the best-fit plane generated to the scan points. An
empirical method of modeling the measurement noise of a
laser scanner is developed, which can be adapted to other
types of laser scanners. Figure 5(a) shows the flowchart for
modeling the measurement noise. There are three substeps of
modeling the measurement noise. Substep 1—collecting
“multiple” base scan data sets with different scanning geom-
etry and calculating its measurement noises for each set.
First, “multiple” base scan data sets with varying scan dis-
tances and incident angles are collected, and its measurement
noise for each set is calculated. Figure 5(b) shows the test
setup for collection of base scan sets for measurement noise
modeling. Here, the best-fit plane generated about the scan
points is computed using the least square algorithm. Then,
the measurement noise is determined as the average perpen-
dicular distances from the scan points to the fitted plane.
Figure 5(c) shows the measurement noise with increasing
scan distances and incident angles, which were calculated
using the multiple base scan data sets. Substep 2—creation
of scan points using the geometrical model. The scan points
are first created using the geometrical model. Note that all
the created scan points have different scan distances and
incident angles so the measurement noise for each scan point
needs to be estimated based on the base scan data sets col-
lected in Substep 1. Substep 3—selection of two closest base
scan data sets to each created scan point. For each scan point
created using the geometrical model, the two closest base
scan data sets to each scan point of the created scan set are
determined for measurement noise estimation. Substep 4—
do interpolation of the measurement noise for each created
scan point. Measurement noise for each created scan point is
performed by interpolating the measurement noises of the
selected two base scan data sets.

Step 3—generation of simulated scan points on PC ele-
ments: Figure 6 shows the generation of the simulated scan
points on the surfaces of PC elements using the geometrical
model and noise modeling. The geometrical model of

Equations (1) and (2) was used to create the initial scan
points with the laser scanner placed above the center of the
PC element, respectively. Then, the measurement noise is
added to each created scan point based on the proposed
model in Step 2. Here, the region including the area of the
as-designed PC element was set as the region of interest by
having a margin with a user-defined value of h. In simula-
tion, each scan point has its center coordinate with a radius
indicating the circle size. If the center position or the circle
edge of a scan point is located outside the outer edge of the
as-designed PC element, the scan point is removed based on
the coordinate information of the scan. For the scan points
inside shear pockets, they are also removed in the same way.
For this process, the circle size ðDLÞ :of the created scan points
was calculated using Equation (3)

DL ¼ D0 þ abs L − L0ð ÞαD; ð3Þ

where L0 is the distance from the laser scanner’s focal point
to the target surface, and L is the perpendicular distance
between the laser scanner and the target surface. D0 and
αD are the diameter of the laser beam and the divergence
rate when emitting the laser beam, respectively.

4. Validation of Geometrical Model with
Experimental Data

This step aims to validate the geometrical model with exper-
imental data. There are two steps for the validation: (1)
acquisition and data processing of experiment data and (2)
comparison between the simulation and experimental data.

Step 1—acquisition and data processing of experiment
data: The experimental scan points were first collected from a
laboratory test. Figure 7 shows the experimental configura-
tion. A lab-scaled specimen as shown in Figure 7(a) was
chosen for DQA accuracy evaluation because the dimensions
of the well-made lab-scaled specimen can be measured accu-
rately at the level of less than one-millimeter error. Figure 7(b)
shows the dimensions of the specimen which are 1,000mm
(length)× 400mm (width)× 150mm (depth). There are six
shear keys and four shear pockets on the top surface of the PC
slab. The dimensions of the shear pockets are 130mm× 70mm,
while the dimensions of the six shear keys are 60mm×
50 mm. For data collection, a terrestrial laser scanner, FARO
S70, was used.With the consideration of the constraints of the
scanning area, the scanner was positioned at a height of 2m
above the center of the top surface of the PC slab. Also note
that the scanner was held by a framework. Figure 7(c) shows a
photo illustrating the test configuration, and two flat mirrors
were used to collect side surface scan points. In this research,
two angular resolutions, namely, 0.072° and 0.036°, were
chosen to examine the impact of scan density. Note that
these two parameters are commonly selected to examine the
impact of scan density for lab-scale construction compo-
nents. In addition, two different incident angles of 0° and
45° were used to investigate the effect of the incident angle
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V
V

d d
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cos H

FIGURE 4: Geometrical model that determines the x and y coordi-
nates of a laser point.
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FIGURE 5: Modeling of the measurement noise: (a) process of modeling the measurement noise; (b) test setup for collection of base scan sets
for measurement noise modeling; and (c) measurement noise with increasing scan distances and incident angles.
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on the DQA results of the side surfaces. This is because that
these two incident angles are easy to be adjusted by rotating
the mirror angles.

Figure 8 presents the data processing results aiming to
separate the top surface scan points from the raw scan data
involving noise data. First, a density-based clustering algo-
rithm called DBSCAN algorithm [36] was used. Figure 8(a)
shows the outcome of the implementation of the algorithm.
Since this study assumes that the largest cluster among the
raw scan points is the top surface scan points, the scan points
from the top surface were extracted by the DBSCAN algo-
rithm as shown in Figure 8(b). However, there were unnec-
essary scan points corresponding to steel rebars embedded in
the PC element’s side surfaces. In order to remove the rebar
scan points, the RANSAC algorithm was employed in this
study. Figure 8(c) shows the recognition results of rebar scan
points, while Figure 8(d) shows only the scan points of the
top surface after removing the rebar-associated scan points.
Regarding the use of DBSCAN algorithm, a trial-and-error
approach was adopted in this study in order to carefully
select the two input parameters of the DBSCAN algorithm
including “Eps” and “MinPts.” Figure 9(a) illustrates the
definitions of each input parameter and how different values

for “MinPts” and “Eps” affect the segmentation results. Following
a series of trial-and-error tests, the values of 6 and 9mm were
chosen for “MinPts” and “Eps” to extract the scan points from
the top surface of the PC element, respectively. As can be seen
in Figure 9(b), it was found that difference cases with inap-
propriate value selection for “Eps” and “MinPts” cause the
overextraction or less-extraction problems.

Step 2—comparison between simulated data and experi-
mental data: For validation, the simulated scan points were
compared to the experimental scan points in terms of (1)
scan pattern, (2) scan density, and (3) number of scan points.
Figure 10 shows scan patterns between simulation and exper-
iment. According to the laser scanner’s vertical and horizontal
scans, row and column information is used to create each scan
point. Figure 10(a) shows a comparison of scan patterns in
columns. The column pattern indicates how and where the
laser beams are positioned along the longitudinal direction.
The column pattern marks the scan points in the same col-
umn with the same color, whereas the row pattern assigns the
same color to the scan points in the same row. Two patterns
between the simulation and experiment are very similar
from the left hand to the right hand. Figure 10(b) shows a
comparison of scan patterns in the rows. It is observed that
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X
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Z

200200
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FIGURE 7: Experimental configuration: (a) 3D model of the lab-scale PC slab; (b) dimensions; and (c) experimental setup with flat mirrors.
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the patterns are also well matched although the experimental
pattern shows slightly curved lines.

Next, the scan density and number of scan points were
calculated. Table 2 shows the discrepancies in terms of scan

density and number of scan points between the scan points
from simulation and experiment. The average discrepancy of
number of scan points was 4.2%, ranging from 0.58% to
7.99%. A maximum average discrepancy of 7.99% was

Scan points of the top surface (biggest cluster)

ðaÞ ðbÞ

Scan points associated with the rebar 

ðcÞ ðdÞ
FIGURE 8: The results of data processing: (a) DBSCAN implementation results on the raw scan points; (b) extraction of top surface scan points
from the PC element while excluding noises; (c) RANSAC implementation results on the top surface scan points; and (d) top surface scan
points after the scan points of the rebars have been removed.

MinPts: Minimum number of points
(marked as yellow) to form a dense

region

Eps: How close points should be
to each other to be considered

as a cluster

Eps

ðaÞ

Eps = 9 mm
MinPts = 6

Overextraction with the excessive
value of Eps (Eps = 12 mm; MinPts = 6)

and the undersized value of MinPts
(Eps = 9 mm; MinPts = 3)

Less-extraction with the undersized
value of Eps (Eps = 6 mm; MinPts
and the excessive value of MinPts

(Eps = 9 mm; MinPts = 9)

ðbÞ
FIGURE 9: Selection of input parameters of the DBSCAN algorithm for extraction of scan points of the top surface of the PC element.
(a) Definitions of the “MinPts” and “Eps” and (b) extraction results with different values of “MinPts” and “Eps”.
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occurred at the case of incident angle of 45° and angular
resolution of 0.072°. Here, the scan density (points/cm2)
refers to the number of scan points within an area of 1 cm
× 1 cm. Figure 11 shows three selected areas for the compar-
ison of scan density between the scan points from simulation
and experiment. The discrepancy of scan density ranged
from 3.53% to 7.02%, with an average discrepancy of 5%.
Similar to the trend of number of scan points, the largest
discrepancy was obtained at the case of incident angle of 45°
and angular resolution of 0.072°. Based on these findings, it
can be inferred that the simulated scan points closely resem-
ble the experimental scan points, providing evidence for the
effectiveness of the developed geometric model for simulation-
based edge extraction assessment.

5. Evaluation of Edge Extraction Algorithms

5.1. Overview. For evaluation of the five edge extraction algo-
rithms, a number of simulations and experimental tests were
carried out. For evaluation, the corner points of the top
surface were computed using the algorithms by determining
the intersection points of the estimated edge lines. Figure 12

shows example results of edge line estimation and corner
point extraction using the LSR 2 algorithm on the top surface
and two side surfaces. A total of 44 corner points, including
28 corners from the outer border and 16 corners from shear
pockets on the top surface, were used to evaluate the accu-
racy. For side surface, there are four outer boundary points
and 16 corners from shear keys on the side surface. These
corner points were utilized to calculate the discrepancies
between the actual dimensions and the estimated top surface
corners. Note that the actual corners serving as the reference
points were measured using a measuring tape.

5.2. DQA Evaluation Results. Table 3 presents the accuracy of
edge line estimation for both simulated and experimental
scan points across different incident angles and angular reso-
lutions. First, for simulation results, it shows that the LSR2
algorithm performs the best in corner extraction with an
average discrepancy of 1.56mm. This phenomenon indi-
cates that the LSR 2 algorithm, which excludes mixed pixel
scan points for edge line fitting, performs better than other
algorithms that include mixed pixel scan points for edge
line fitting. In addition, the results of the RANSAC
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FIGURE 10: Comparison of scan patterns between simulation and experiment: (a) scan patterns in columns and (b) scan patterns in rows.

TABLE 2: Discrepancy of scan density and number of scan points between simulation and experimental data.

Inc. ang. (°) Ang. resol. (°)
Number of scan points (pts) Scan density (pts/cm2)

Exp. Sim. Discrepancy (%) Exp. Sim. Discrepancy (%)

0
0.036
0.072

269,736 271,314 0.58 71,03 68.52 3.53
66,490 67,829 1.97 17,85 17.16 3.88

45
0.036 100,210 92,203 7.99 26,79 24.91 7.02
0.072 24,614 23,070 6.27 6,71 6.33 5.57

Average — 115,263 113,604 4.20 30.59 29.23 5.00
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algorithm are affected by the input parameters required
for the implementation of the algorithms. Specifically, the
input parameters of the RANSAC algorithm for line fitting
include (1) the minimum number of data points required

for fitting, (2) the maximum number of iterations, and (3)
the range of acceptable errors. In contrast, LSR algorithms
require no input parameters. Therefore, the LSR algorithm
is more robust to edge line estimation compared to the
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FIGURE 11: Three selected areas for comparison of scan density between simulation and experiment: (a) simulation and (b) experiment.
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FIGURE 12: Results of corner point and edge line extraction: (a) the top surface; (b) the Side Surface 1; and (c) the Side Surface 2. Here, the
visualized results are obtained from the LSR2 algorithm.
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other algorithms. For the results of experiment, the edge
line estimation accuracy varied from 1.56 to 6.88mm,
with an average DQA accuracy of 3.26mm. Similar to the
simulated scan points, the LSR2 algorithm provides the best
DQA performance with an average discrepancy of 2.71mm.
In overall, a clear observation was found that the simulation
results always showed better performance than the experimental
results. This is because the simulated data set was generated
under ideal conditions while actual scan data may include
noise source.

The edge line estimation accuracy on the two side sur-
faces was also evaluated using simulated and experimental
scan points. Figure 13 shows the generation of simulated
scan points on the side surfaces. First, a virtual side surface
that is symmetric to the actual side surface was generated due
to the principle of mirror reflection. Subsequently, the scan
points falling on the virtual side surface were simulated using

the developed geometrical model. In this study, an incident
angle of 0° was selected to evaluate the edge line extraction
on the side surfaces because some edges of the side surfaces
are occluded by the rebar under the incident angle of 45° as
shown in Figure 14. The presence of rebar obstructs the laser
scanner’s visibility of the shear keys at larger incident angles,
leading to less accurate DQA results. Therefore, it is neces-
sary to adjust the incident angle on the side surfaces properly
to avoid occlusions. Further investigation will be a future
direction for study to address the occlusion issue, so further
investigation is out of scope of this study. Table 4 shows the
edge line estimation accuracy of the two side surfaces. The
DQA accuracy of the simulated scan points ranged from 1.50
to 4.15mm, with an average of 2.24mm. The average edge
line estimation accuracy from the experiment was 2.56mm,
which ranges from 1.34 to 5.05mm. Similar to the top sur-
face results, the simulation results always showed a better

TABLE 3: Edge line estimation accuracy of experimental scan points with varying incident angles and angular resolutions.

Scan indicator Accuracy (mm)

Dataset Area Idc. ang. (°) Ang. resol (°) Vector-sum LSR 1 LSR 2 RAN. 1 RAN. 2

Simulation

Outer corners

0 0.036 1.25 1.82 1.11 1.87 1.23
— 0.072 1.57 1.86 0.80 3.22 2.88
45 0.036 1.38 2.00 0.92 2.98 2.48
— 0.072 3.41 2.86 2.24 5.53 5.68

Shear pocket

0 0.036 0.73 2.10 1.79 1.90 1.62
— 0.072 1.88 2.46 2.03 2.06 1.78
45 0.036 1.35 2.14 1.72 2.24 1.85
— 0.072 2.42 1.64 1.88 1.42 1.84

Ave. — — 1.75 2.11 1.56 2.65 2.42

Experiment

Outer corners

0 0.036 1.56 2.48 1.81 2.67 2.07
— 0.072 3.09 3.93 2.62 4.47 3.74
45 0.036 2.62 2.97 2.52 3.90 3.44
— 0.072 5.39 5.19 4.43 6.88 6.39

Shear pocket

0 0.036 1.65 2.40 2.10 2.74 2.45
— 0.072 2.75 3.58 2.93 3.94 3.14
45 0.036 2.05 2.80 2.35 3.05 2.59
— 0.072 4.36 3.87 2.88 3.88 2.86

Ave. — — 2.93 3.40 2.71 3.94 3.33

Laser scanner 

Mirror 
Virtual side surface

Actual side surface

FIGURE 13: Generation of the simulated scan points on the side surfaces.
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performance than the experimental results on the two side
surfaces. In addition, it is observed from both the simulation
and experiment that the LSR1 and LSR2 algorithms show
better edge line estimation results than the other three
algorithms.

6. Discussions

Further studies were conducted in order to provide better
insights of the proposed approach, including (1) influencing
factor analysis and (2) determination of optimal scan density
for DQA.

6.1. Influencing Factor Analysis. In this section, an analysis
was conducted to examine how scan parameters influence
edge line estimation accuracy for the purpose of identifying
an ideal scan configuration. In this study, two factors includ-
ing (1) incident angle and (2) angular resolution were inves-
tigated. Figure 15 shows the effects of these two factors.

There are three main observations from the analysis. First,
the DQA accuracy of the shear pockets is more accurate than
that of the outer corner points. This is because the incident
angles of the inside corners located near the middle of the
surface are relatively lower in comparison to the corners of
the outer boundary. Second, all DQA accuracies of the shear
pockets were below 3mm, which were similar under differ-
ent scan configurations. This is because shear pockets with
rectangular shapes have relatively stable DQA results, which
are not significantly influenced by the various angular reso-
lutions and incident angles. Third, the DQA accuracy
increased when the incident angle changed from 45° to 0°.
This also explains why the combination of an incident angle
of 0° and angular resolution of 0.036° yields higher DQA
accuracy in most cases in Tables 2−4. These findings indicate
that scan configurations characterized by a low incident
angle and high angular resolution are likely to result in accu-
rate DQA of PC slabs during the manufacturing process and
construction stages. Therefore, it is recommended to select

ðaÞ
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FIGURE 14: Occlusion issue on the side surface caused by rebars under the incident angle of 45°: (a) experimental configuration under the
incident angle of 45°; (b) the results of the occlusion issue on the side surface caused by rebar.

TABLE 4: Edge line estimation accuracy of simulated and experimental scan points with varying incident angles and angular resolutions for the
two side surfaces.

Scan indicator Accuracy (mm)

Data set Area Ang. resol (°) Vector-sum LSR 1 LSR 2 RAN. 1 RAN. 2

Simulation
Side surface 1

0.036 1.64 1.50 1.59 1.87 1.91
0.072 2.02 2.35 2.54 3.71 3.95

Side surface 2
0.036 1.83 1.22 1.33 1.56 1.81
0.072 2.63 2.26 1.89 4.15 2.99

Average — 2.03 1.83 1.87 2.82 2.67

Experiment
Side surface 1

0.036 1.97 1.80 1.98 2.27 2.35
0.072 2.26 2.67 2.73 3.81 4.03

Side surface 2
0.036 1.91 1.34 1.53 1.86 1.99
0.072 2.72 2.40 2.07 5.05 4.49

Average — 2.22 2.05 2.08 3.25 3.22
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lower incident angles and high angular resolutions for con-
ducting the DQA of PC slabs.

6.2. Determination of Optimal Scan Density for DQA. The
correlation between scan density and DQA accuracy was
further investigated to determine an optimal scan density.
Figure 16 shows the correlation results between scan den-
tistry and DQA accuracy. It shows that as scan density
increases from 2.17 to 5 pts/cm2, the corresponding DQA
errors of the shear pocket decrease from 3.36 to 1.45mm.
When the scan density exceeds 5 pts/cm2, the scan density
made less influence on the DQA accuracy of the shear
pocket. For outer boundary DQA, the positive correlation
between the scan density and the DQA accuracy occurs

when the scan density increases from 2.17 to 10 pts/cm2.
Therefore, 5 and 10 pts/cm2 are selected as the optimal
scan densities to guarantee accurate DQA of the shear pocket
and outer boundary, respectively. In summary, it has been
proven that the simulation-based evaluation method has the
potential for determining optimal scan density for DQA of
PC components. With respect to the selected scan density,
the optimal scanning parameters can be determined using
simulated scan points without actual scans, resulting in effi-
cient scan configuration determination. Previous studies
have investigated the correlation between scan density and
dimensional accuracy for construction elements including
MEP components [37] and rebars [38]. Although the opti-
mal scan density can also be determined for performing
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FIGURE 15: Edge line estimation accuracy on shear pocket and outer boundary using simulated scan points and experimental scan points: (a)
Discrepancies of shear pocket in experimental scan points; (b) discrepancies of shear pocket in simulated scan points; (c) discrepancies of
outer boundary in experimental scan points; (d) discrepancies of outer boundary discrepancies in simulated scan points.
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DQA, these findings are investigated by conducting actual
experiments, which is inefficient compared to the proposed
simulated method.

7. Conclusions

This article presents a simulation-based DQA assessment
approach to evaluate the performance of five edge extraction
algorithms for the DQA of PC elements. For validation of the
developed geometrical model for simulation, a comparison
test was conducted on both the simulated and experimental
scan points. The results showed that both the simulated and
experimental scan points had a high similarity of more than
90% in terms of scan pattern, density, and the number of
scan points, proving the effectiveness of the simulation-based
evaluation method. A series of experimental and simulation
tests were conducted to further evaluate the performance of
the five edge line estimation algorithms. From the compari-
son, the LSR2 algorithm provides the best performance with
an accuracy of 1.56 and 2.71mm in simulated scan points
and experimental scan points, respectively. As a result, the
LSR 2 algorithm is identified as the optimal choice for ensur-
ing precise DQA of PC elements. From the further investi-
gation, it is recommended to (1) use lower incident angles
and high angular resolutions for DQA of PC elements and
(2) properly adjust the incident angle on the side surfaces to
avoid occlusion. It is also noted that the simulation-based
evaluation method does not require all combination of actual
scanning with different scan parameters, which can signifi-
cantly reduce scanning time. The contributions of this study
are (1) development of the geometrical model and noise
modeling based on actual scan data and (2) validation of
simulated-based evaluation method of current existing edge
line algorithms on the lab-scale PC slabs.

Nonetheless, the scope of this study is focused exclusively
on five edge line extraction algorithms for PC slabs having
planar surface. Additional research is necessary to assess the
most suitable edge line estimation algorithms for curved and

other shapes of PC components. Also note that previous
studies have explored the impact of environmental factors,
including humidity. As this study is focused on developing a
simulation-based evaluation method, investigation on the
effects of additional factors on the simulation based DQA
evaluation method can be a future research direction. More-
over, as mentioned in Section 4, it is necessary to further
investigate the mirror setup that properly avoids occlusions
on the side surfaces.
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