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In recent years, COVID-19 has been regarded as the most dangerous pandemic for several countries. On various social media
platforms, such as Twitter, Facebook, and Instagram, a variety of rumours, hypes, and news are published. This might have a
detrimental impact on people’s life. As a result, social media platforms have always had a difficult time authenticating this fake
information. Different machine learning (ML) and deep learning (DL) classifiers were used in this work to categorize the
continuing impacts of tweets and forecast their after-effects. Support vector machine (SVM), random forest (RF), decision tree
(DT), and k-nearest neighbor (KNN) were used for classification, while AdaBoost and convolutional neural network (CNN) were
utilized for future effects. The tweets dataset from Kaggle was used to train the SVM, RF, KNN, and DT models, which were then
assessed on multiple evaluation criteria such as accuracy, precision, recall, and F1-score, using a 70:30 ratio. The CNN and
AdaBoost, on the other hand, have been taught to detect the mean square error, root mean square error, and mean absolute error.
With 0.74 and 0.73 percent score out of 1, respectively, RF and SVM exhibit the best accuracy in impact when classifying the
outcomes on the obtained dataset. In terms of a regression problem, CNN beat the ADA Regressor across the board.

1. Introduction

Since the end of 2019, a pandemic illness, also named as
coronavirus disease 2019 (COVID-19) by the World Health
Organization (WHO), has spread fast, affecting people all over
the world. COVID-19 infection originated in China and has
spread around the world [1]. Since it is a pandemic illness, it
spreads from person to person. Thousands of people have died
as aresult of this strange virus, which has been documented in
millions of instances. This is a terrible news for everyone,
especially for governments all across the world [2]. The
challenge for all countries was how to stop the virus from
spreading and how to save their country, but the countries
most affected by the pandemic, such as China, America, India,
and others, chose to place their countries on absolute

lockdown [3]. All nations decided to adopt a partial or total
lockdown all of a sudden, and an estimated 10 million people
were infected [4].

This quarantine may have slowed the spread of the
COVID-19 virus, but it has also caused a plethora of other
problems, such as unemployment, poverty, inflation, and
other socioeconomic issues [5]. The authors were prompted
to investigate the influence of lockdown on human be-
haviour due to the abundance of categorization using var-
ious machine learning methods on this issue. According to
some estimates, the new virus and lockdown have resulted in
a large increase in unemployment, with an estimated 10
million unemployed people globally [6]. The lockdown had
an impact on the human brain since everyone was coping
with numerous domestic and societal issues. Apart from this,
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numerous people enjoyed spending time with their families
during the lockdown and welcomed the government’s
choice. Meanwhile, not everyone had access to the Internet
or had the ability to interact with their family and friends [7].

Making decisions to address the issues was incredibly
difficult in this situation. Keeping in mind that this research
has concentrated on people’s views and on determining the
impact of the lockdown, this might be relevant in decision-
making. People use social media sites such as Twitter,
Facebook, Instagram, and others to express themselves
[8, 9]. In terms of health, COVID-19 has posed a threat to
everyone’s life and health. Despite extensive research on
COVID-19 vaccination, the health hazards remain the same
[10]. Despite the fact that COVID-19 is a relatively new
topic, several contributions have been made to various el-
ements of COVID-19 [11]. COVID-19 has now made to
conduct a substantial study into deep learning, artificial
intelligence, and machine learning in order to answer a
variety of real-world problems. The following is the study’s
contribution to the literature:

(1) To present a system for the tweeter to use on Twitter
to recognise and resolve stress or panic situations

(2) To develop cutting-edge machine learning classifiers
and determine the impact of COVID-19 on humans

(3) To determine the public’s attitude regarding the
epidemic in order to make decision-making con-
siderably easier

(4) The suggested approach might assist other areas in
identifying the overall feedback in a single position

(5) To debunk falsehoods and purge misleading material
from social media or to forecast people’s behaviour
in the event of a pandemic

The goal of this study is to deliver the data quickly so that
the decision-making process can be improved. For this
reason, the issue has been handled as a regression and
classification challenge. Since the goal of this study is to
determine the effect and trend of COVID-19, machine
learning classifiers such as support vector machine (SVM)
[12] and random forest (RF) [13], k-nearest neighbor
(KNN), and decision tree (DT) were used. For feature ex-
traction, the emotions of the tweets were acquired in terms
of negative, positive, and neutral tweets. To examine the
trend and impact, the researchers used data from the tweets
on COVID-19 that were sent out during the epidemic.
Twitter has been used to classify and arrange the thoughts
because it is considered one of the most authentic social
media outlets. Another aspect is that many remained at
home throughout the lockdown and were continuously on
the Internet. Figure 1 shows a sample graph of a huge
number of tweets that have been sent on Twitter from
various regions.

Despite the fact that the dataset includes tweets related to
COVID-19, it reflects people’s opinions in a different context
and from a variety of backgrounds. The data collection
contains tweets from all across the world, as previously
indicated. As a result, we have about 179,108 tweets from
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throughout the world that were tweeted throughout the
outbreak. 70% of the tweets were trained using SVM, KNN,
RF, and DT. In contrast, 30% of the data was evaluated for
classification issues using assessment metrics such as ac-
curacy, recall, precision, and Fl-score. The regression
analysis was evaluated using the mean square error, square
error, and the mean absolute error evaluation parameters.

2. Related Work

People of different ages and backgrounds, as well as those
from diverse geographical places, are affected by the negative
impacts of this rare disease. Many techniques, such as deep
learning, machine learning, and other AI approaches, have
been developed to estimate the impact of COVID-19. The
machine learning classifiers are essential for resolving a
variety of regression and classification issues. Different
classifiers have different benefits and drawbacks. To cate-
gorize the data into numerous classifications, the SVM and
the random forest algorithm are investigated. The most
important aspect of categorization is grouping the material
into several different categories [14]. Although predictive
analysis is considered cutting-edge, it still requires human
involvement to gather the data and other resources that the
classifier will use to make predictions. The Titanic survival
prediction is 83.5 percent accurate using SVM, logistic re-
gression, and linear regression [15]. The support vector
machine was shown to be the best prediction approach for
the future lever sickness prediction when compared to the
naive Bayes in another study evaluating multiple classifiers
for predicting the future lever illness [16].

Binary categorization, on the other hand, is done with
the help of support vector machine (SVM) [17]. First, the RF
algorithm extracts subsamples from the original data using
the bootstrap resampling method and creates decision trees
for each sample. The random forest (RFs) nomenclature
suggests that it consists of multiple decision trees that are
utilized to produce predictions, as previously stated. Second,
the approach categorizes the decision trees and performs a
simple vote, with the classification receiving the most votes
determining the prediction’s outcome [17].

A classification is fundamentally a sort of machine
learning, and the random forest classifier has been utilized all
around the world. Apart from this, a number of other ways
and strategies have been tested in a variety of settings. For
example, the wavelet transform (WT) has been widely used
to extract features [18]. These techniques extract properties
from signals based on their frequency of occurrence.

The world has witnessed how the technology revolution
has changed people and their surroundings [19, 20]. Deep
neural networks [21] have had a considerable impact on the
real-world applications that spans a larger region and are
more complicated. In the machine learning discipline, deep
learning has been widely utilized to target natural language
sentiment analysis and natural language processing [20].
Deep neural networks, on the other hand, break issues down
into layers and are regarded as a great tool for extracting
valuable clues for more accurate future predictions [21]. The
sentiment analysis [22] was also utilized to measure recall,
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FiGure 1: Tweets about COVID-19 during the last 4 months.

precision, and accuracy. The accuracy and precision of the
findings are 0.86 and 0.827, respectively.

In this research [23], the naive Bayes, support vector
machine, and linear regression were implemented on real-
time data collection. The MSE and MAE were employed as
assessment metrics in this study. At the same time, studies
revealed that the naive Bayes approach produces results that
are almost identical to real-time COVID-19 illness infor-
mation. They were investigating the influence of COVID-19
on picture data sets using various artificial intelligence (AI)
approaches, in addition to textual data. Finding the impact
and disease through the images is a significant gap in the
literature to address in the study [24].The Pyspark machine
learning model has also been used to determine the impact
by using different classifiers in the study [25]. The study’s
findings suggest that logistic regression is one of the top
classifiers, outperforming others such as the naive Bayes,
random forest, and decision tree.

COVID-19 has spread so quickly that it has wreaked
havoc on the lives of everyone in the world. As a result,
people began to spread varied information on social media
based on misconceptions, faulty information, and fake facts
in order to portray depressed people in poor light. As a
consequence, this study proposes a categorization-based
model for determining people’s influence on various social
media sites and a model based on current data for predicting
the future effect utilizing a regression problem. As a result,
identifying and correcting the cause of the hype may become
easy.

3. Materials and Methods

3.1. Data Details. The dataset for this study came from Kaggle
[26], and it contains 179108 tweets from a variety of people.
The users name, tweet date, and COVID-19 impact tweet
were all included in the data collection. The user’s tweets were

preprocessed before the experiment to remove stop words,
special characters, and symbols that might cause the polarity
of the tweets to worsen. The polarity of the tweets was tested
using Python’s Textblob module after all of the preprocessing
and reorganisation of the data collection was completed. The
polarity rate can be used for sentiment analysis.

3.1.1. Used Platform for Implementation. The key experi-
ments were carried out on the Google Collaborator, which is
a cloud-based Google product with 2.2 GHz CPU, 13 GB
RAM, and 108 GB ROM.

3.2. Methodology. This study’s main purpose is to provide a
mechanism for social media platforms such as Twitter,
Facebook, Instagram, and Tumbler to counter social media
users’ hatred and enthusiasm about a certain topic or event
[27]. This is done using traditional machine learning clas-
sifiers including the k-nearest neighbor (K-NN), support
vector machine (SVM), random forest (RF), decision tree
(DT), and artificial neural network (ANN). For testing
reasons, the entire dataset has been divided into two parts:
training and testing datasets. 70 percent of the dataset was
utilized to train the model, while 30 percent was used for
testing with the assistance of several categorization assess-
ment criteria for machine learning techniques such as ac-
curacy, precision, recall, and Fl-score. Although, for a
regression task, the mean square error (MSE), R-square, root
mean square error (RMSE), and mean absolute error (MAE)
have been used to examine deep learning algorithms (MAE).
Following the testing, a comparison study was conducted
comparing all the machine learning and deep learning
methodologies used in this literature to solve regression and
classification issues. Figure 2 depicts a simplified visual
depiction of the technique, along with various phases of the
proposed system.



4 Applied Computational Intelligence and Soft Computing

=t r| DataPreprocessing |============1
L) '
—— ] L
! Stemmin Punctuation -
' J Removal '

Data Set » ' .
(Tweets) ’ : f
] '
= i Numerical Stopwords !
- ' Removal Removal !

L)

)
| ML Models e e e TR P P -
1 I
! I s
1| ADA Boost CNN v;| Dem Spliting] _ papamesesemsey
)

: £ i

1 [ ' '

' " Testin, Trainin, !

- SVM RF oo 8 § I

i Lo i

' ' e o o e aue o '

L |

: DT KNN !

; :

sds  EVAlUAtION PATAIMICTOTS losareasmssossseior e oo o e e ;o s ase )

; :

X '

: Accuracy | | Precision | | Recall | | F1 Score !

“*: '

]

'

! Root Mean Square Mean Absolute Error Mean Square Error '

! Error 1
]

L)

FIGURE 2: Methodology diagram.

3.2.1. Theoretical Background. In this literature, machine
learning methods have played a critical role [28]. The study
of exploiting patterns and experiences to improve results is
known as machine learning. Machine learning approaches,
both supervised and unsupervised, have been used exten-
sively for many possibilities [29]. For future impacts, this
work has used supervised machine learning and two deep
learning algorithms. The five different models utilized for the
classification task were the k-nearest neighbor (K-NN), the
support vector machine (SVM), the random forest (RF), and
the decision tree (DT). For regression challenges, the
AdaBoost regressor and CNN classifier were employed; all of
them are listed as follows.

(1) K-Nearest Neighbor (KNN). The K-NN supervised ma-
chine learning classifier [30] is a well-known supervised
machine learning classifier that may be used to address
regression and classification problems. K-NN works by
assuming that all data points in close proximity are of the
same type. The KNN classifier’s purpose is to find the closest
neighbour class in order to forecast the target value. Though
KNN has the advantage of being simple to understand and
deal with nonlinear data, it has a lower accuracy rate than
other approaches and uses more storage space since it re-
quires all of the training data to be present [31].

(2) Support Vector Machine (SVM). SVM is a versatile and
powerful classifier that may be applied to regression and
classification issues. As a consequence, numerous items are
divided into discrete classes and categories by a hyperplane
[32].

(3) Decision Tree. One of the most often used classifiers for
regression and classification challenges is the decision tree.
The CART (classification and regression tree) is used in
decision trees to produce judgments based on the re-
quirements and attributes. In a decision tree, inside nodes
are viewed as conditions, whereas leaf-nodes are treated as
decisions. A decision tree can be useful for showing all of the
tree’s various choices graphically [33].

(4) Random Forest. Random forest, like other traditional
machine learning algorithms, is a supervised machine
learning approach. It is one of the most widely used machine
learning algorithms due to its efficiency and adaptability. The
decision trees which are used to forecast individual out-
comes are collected by the random forest classifier. The
random forest collects the predictions from each decision
tree and concludes by voting [11].

(5) AdaBoost Regressor. The AdaBoost regressor (ABR) is
both a regression and an ensemble classifier. It uses weak
learners that are very simple yet have some dataset skills to
anticipate occurrences. While prediction employs the ad-
dition of a decision tree to the model in a sequential manner,
each model employs the prediction of the prior model before
the current model [34].

(6) Convolution Neural Network (CNN). CNN is a deep
learning classifier that is primarily known for its image
implementation, while text may also be used to improve the
results [35]. In terms of future prediction, our dataset has
also been trained on CNN. CNN is far more successful at text
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categorization since it uses various sizes and shape filters to
compress the original sentence matrix to a smaller size
matrix [36].

(7) Evaluation Matrices for Classification. There are several
categorization assessment matrices [37]. For the assessment
mentioned in the following, we used accuracy, precision,
recall, and F1-score.

3.2.2. Accuracy. Itis an evaluation parameter that is defined
as the data forecast from the complete dataset. False positives
(FP), false negatives (FN), true positives (TP), and true
negatives (TN) are split by true positives (TP) and true
negatives (TN), respectively [38]:

true positives + true negatives

(1)

accuracy = all samples

3.2.3. Precision. The precision is the number of positive
predictions that are unmistakably in the positive category.
Precision [39, 40] can be defined as the ratio of true positive
to all positive class values in the data.

true positives (TP)

(2)

Precision = .
true positives (TP) + false positives (FP)

3.2.4. Recall. The recall can also be called as sensitivity which
is the ratio of positive class prediction and all the positive
instances in the class or the dataset [41].

true positives (TP)

Recall = (3)

true positives (TP) + false negatives (FN)’

3.2.5. F1-Score. The F1-score is also known as the F-score or
F-measure. Precision and recall are both considered by the
F1-score. However, the Fl-score is the harmonic mean of
precision and recall. It gives the best results when there is
some balance in precision and recall [42].

. . *
« precision” recall

(4)

F1 —score =2"——————.
recall + precision

3.2.6. Evaluation Parameters for Regression. This section
determines the evaluation factors used to estimate the re-
gression of the future impact of new COVID-19 illness. For
this purpose, the mean square error (MSE), root mean
square error (RMSE), mean absolute error (MAE), and
R-squared score were used.

3.2.7. Mean Square Error (MSE). This is the most important
evaluation parameter in the regression problem. To antic-
ipate the predictor’s quality, the mean square error is
employed to assess the difference between the forecast and
the ground actuality. The resultant value was squared, and an
average over the dataset was calculated [43, 44]. Because it is

always a square root, the outcome cannot be zero. The mean
square error equation is as follows:

_1y5 2
MSE—N;(y—y). (5)

3.2.8. Root Mean Square Error (RMSE). The root mean
square mistake, also known as the root mean square devi-
ation, is a straightforward technique to assess the model’s
error in predicting the data’s residuals. The residual standard
deviation (RMSE) can be defined as the standard deviation
of the residuals. It determines how near the data is to the best
fit line. For regression analysis, forecasting, and climatology,
RMSE is commonly utilized [45].

(6)

3.2.9. Mean Absolute Error. 1t is the difference between the
expected and the actual numbers, and it is used to figure out
where the forecast went wrong. The MAE is used to an-
ticipate and predict the deep learning classifiers, with the
resultant value ranging from 0 to infinite [45].

1 & -
MAE == 3 |y =yl (7)
i=0

4. Experiment and Results

The goal of this study is to find out how the unique COVID-
19 sickness affects people’s thoughts. After the impact has
been discovered, dealing with any future hype that may arise
on social media platforms will be straightforward. Despite
the fact that everyone is familiar with COVID-19, it has had
distinct impacts on human brains all around the world and
will surely cause serious difficulties in the future. Several
academics have contributed to the literature on the COVID-
19’s influence, which may be measured by the sentiment
analysis of tweets or feedback, as well as artificial intelligence
implementation. Classic machine learning techniques and
deep learning approaches were used in a variety of studies.
Precision, recall, F1-score, and accuracy have all been used to
train and assess the traditional machine learning classifiers.
The regression issue dataset, on the other hand, was ex-
amined using typical deep learning classifiers and the mean
square error (MSE), the R-square, the root mean square
error (RMSE), and mean absolute error (MAE) metrics.
Finally, all of the findings were compared, and one of the
best classifiers was chosen.

4.1. Accuracy, Precision, Recall, and F1-Score. The accuracy,
precision, recall, and F1-score were analyzed and tested on
the trained model using typical machine learning classifiers
in this part. Figure 3 depicts the overall results obtained as a
consequence of this research.
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With typical machine learning classifiers, the result
obtained is extremely fascinating. With all of the testing
assessment matrices, KNN yields the worst results. The KNN
accuracy is 0.61197, with an accuracy of 0.5950, a recall of
0.5562, and an Fl-score of 0.5647, the lowest of all the
matrices evaluated. In several instances where the KNN has
been employed with classification issues in machine
learning, it has produced poor results [46]. When it comes to
classification challenges, the best classifiers are random
forest (RF) and support vector machine (SVM). Although
random forest and precision produce the greatest results, the
SVM produces best outcomes, as seen in Figures 2 and 3,
respectively.

The random forest provides the greatest results (0.7443),
followed by the support vector machine (0.7352) and the
decision tree (0.6882), as shown in Figure 4. K-nearest
neighbor, on the other hand, has the poorest results, with
0.61197 accuracies.

The precision findings in Figure 5 reveal that the support
vector machine surpassed all other classifiers with a score of
0.7869, followed by random forest with a score of 0.7684 and
the decision tree with a score of 0.65051. Because the recall
and Fl-score of any classifier evaluated did not reach 0.70,
the accuracy and precision findings demonstrate that KNN
is not a viable classifier for the proposed system.

As a result of the distinct classifiers, the outcome has a
varied trend. However, as demonstrated in Figures 3-5, the
overall findings suggest that KNN is not as successful as
other classifiers. At the same time, the random forest sur-
passed all other classifiers in accuracy and precision, whereas
recall and F1-score are shown in Table 1, where the results
are similar in both the cases of precision and accuracy.

Table 1 shows that the F1-score and random forest recall
fared best, followed by the SVM and decision tree. At the
same time, the KNN results failed to meet any assessment
metric’s criterion.

4.1.1. Evaluation with the Deep Learning Matrix. The future
impact of innovative COVID-19 was predicted using a deep
learning assessment matrix. Table 2 gives a brief summary of
each assessment matrix.
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TasLE 1: The Fl-score and recall on different machine learning
models used in the study.

Classifiers Fl-score Recall

KNN 0.56472 0.566294
Random forest 0.690609 0.67716
SVM 0.670871 0.659631
Decision tree 0.640292 0.636801

TaBLE 2: CNN and AdaBoost regressor results on MSE, RMSE, and
MAE evaluation parameters.

CNN AdaBoost regressor
Mean square error 1.494219 0.5478916
Root mean square error 1.222382 0.740197
Mean absolute error 1.042075 0.60803

In the table above, the findings of CNN reveal that it
performs better in all of the deep learning assessment pa-
rameters that were examined. The RMSE displays the best
outcomes for the AdaBoost regressor while also providing
the best results.

5. Conclusions

COVID-19’s total impact has proven to be a difficult topic
for social media platforms to navigate. Social media plat-
forms may be the finest way for people to quickly com-
municate and share their sentiments and views throughout
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the world [47]. Because of the possibilities of a full product
being so bleak, much work has been done to remedy the
various flaws of social networking sites [48]. However, the
lack of categorization using various machine learning al-
gorithms prompted the authors to enhance the performance
and identify the influence of social media sites, and this study
offered a system to do so. On a tweets dataset retrieved from
Kaggle, several state-of-the-art machines and deep learning
approaches were trained. The impact has been classified
using accuracy, precision, recall, and Fl-score. The best
results are shown by RF and SVM, respectively, whereas
KNN’s classification performance was not up to the mark in
any situation. When it comes to regression difficulties,
however, CNN outperforms the AdaBoost. According to this
study, the random forest classifier performs well across all
testing assessment criteria, with above 0.72 percent out-
comes when using an average strategy, as well as SVM,
which may be directly matched to the CNN classifier.
However, the findings of this study are intriguing and can be
improved with hybrid machine learning approaches. Si-
multaneously, putting the suggested method into a real-time
context would be a fantastic contribution to social media
sites.
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