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This paper presents a new heuristic method for maximum power point tracking (MPPT) in PV systems under normal and shadowing situations. The proposed method is a modification of the original queen honey bee migration (QHBM) to shorten the computation time for the maximum power point (MPP) in PV systems. QHBM initially uses random target locations to search for targets, in this case, MPP. So, we adjusted it to be able to do MPP point quests quickly. We accelerated the mQHBM learning process from the original randomly. We had fairly compared the mQHBM with several heuristics. Simulations were carried out with 2 scenarios to test the mQHBM. Based on the simulation results, it was found that mQHBM was able to exceed the capabilities of other methods such as original QHBM, particle swarm optimization (PSO) and perturb and observe (P&O), ANN, gray wolf (GWO), and cuckoo search (CS) in terms of MPPT speed and overshoot. However, the accuracy of mQHBM cannot exceed QHBM, ANN, and GWO. But still, mQHBM is better than PSO and P&O by about 15% and 18%, respectively. This experiment resulted in a gap of about 2% faster in speed, 0.34 seconds better in convergence time, and 0.2 fewer accuracies.

1. Introduction

Solar power systems offer environmentally friendly solutions, free and abundant resources, and economical and efficient PV panel technology [1]. The power generated by the solar panel is not flat but depends on the solar irradiation and the temperature on the surface of the panel. The output characteristic curve of the solar panel shows the maximum power at a certain point called the maximum power point \( P_{MPP} \) as shown in Figure 1. Electrical energy can be extracted optimally if the PV operates at the MPP point.

The maximum power point tracking (MPPT) method has developed rapidly to date [1–3]. The earliest ones, classical MPPT, such as FOC and FSC tracks \( V_{MPP} \) using \( K_vV_{OC} \) and \( I_{MPP} \) with \( K_fI_{MPP} \), respectively. They are the simplest MPPTs ever. If we look at the curves in Figures 1(a) and 1(b), the \( P_{MPP} \) location is reached when the PV terminal voltage \( V_{MPP} \) is less than the open circuit voltage \( V_{OC} \), and the electric current coming out of the PV, \( I_{MPP} \) is smaller than the short circuit current (\( I_{SC} \)). Thus, they are easy to implement, cost-effective in computation, and suit the minimum systems. However, these methods are less accurate and inefficient for both normal and shaded conditions [3].

Changes in the external environment due to weather can cause an increase in temperature so that there can be hotspots on the PV, shadows that cover part or all of the PV surface, or dust on the PV surface, all of which can change the characteristics of the installed PV module. In specific, a more complex problem occurs when the irradiation is not
linear due to the influence of the shadow on the PV surface, which results in several peaks, i.e., a local maximum (LMPP) and a global maximum (GMPP) on curvature, see Figure 1(b). MPPT must be able to find and track GMPP in various conditions to increase efficiency. Traditional heuristic methods with hill climbing (HC), such as perturb and observed (P&O) and incremental conductance (INC), are not reliable enough, often oscillate when there is a sudden change in irradiation, and are easily trapped in the LMPP [1, 2].

Heuristic or metaheuristic, which is sometimes called soft computing or artificial intelligence techniques for MPPT [1], consists of, i.e., artificial neural network (ANN) [4–6], fuzzy [7–10], particle swarm optimization (PSO) [7, 11–19], gray wolf optimization (GWO) [20–23], cuckoo search (CS) [23, 24], and queen honey bee migration (QHBM) [25, 26]. Moreover, MPPT with the original QHBM has only been tested on a normal system [26]. Heuristic MPPTs have fast convergence speeds, small oscillations, and good tracking rates in both normal and shaded conditions. The main drawback is that computation is expensive and complicated, so it requires higher costs than the classic MPPT. Various arguments and open debates about the performance of the MPPT method are discussed in a simulation framework.

Hybrid MPPT has been introduced in the literature, namely hybrid PSO and differential evolution (DE) [11], hybrid P&O and PSO [7, 16–18], and hybrid PSO with MVP [19]. Fuzzy [7–10] is mostly used in hybrid mode with other algorithms, both classic MPPTs [7] and more modern ones such as PSO [8] and cuckoo search (CS) [9]. CS used a special feature called “long jump” to avoid LMPP while at the same time shortening the tracking time required to reach GMPP in many cases [24]. In [23], the authors combined bat algorithm (BA) with CS to improve MPPT performances where several LMPP shorted to GMPP. In addition, ant colony [27], artificial bee colony [28], flying squirrel search optimization [29], and simulated annealing [30] demonstrated MPPT on PV systems.

We demonstrated QHBM with simulation and implementation on hardware, which is quite successful under normal conditions [26]. However, QHBM also encountered practical problems when implemented to deal with shadow problems or sudden changes in irradiation. Instead of running the MPPT heuristics alone, some researchers choose to combine them with the classic method. Generally, in this hybrid technique, the heuristic method will only be activated under certain conditions, including shaded states. Another mechanism is to optimize the classic MPPT parameters with the heuristic techniques mentioned earlier to increase MPP search performance [5].

In this paper, we demonstrate a modification of the QHBM, known as mQHBM, to search for MPP under normal and shaded conditions. The costly computation could be reduced by simplification, such that the boundary condition limits parameters, simplifies optimization functions, or changes decision-making; thus, we can apply heuristics to MPPT in low-cost devices. This paper focuses on addressing the MPP search problem under shadowing conditions in the PV system. We highlight our work in this paper as follows:

(i) In short, we modified the original QHBM to aim to speed up the computation and save memory by determining the decision criteria for searching MPPT under both normal and shadowing cases.

(ii) We conducted demonstrations through simulations on several scenarios to compare mQHBM performance with the original QHBM [25], ANN, PSO, GWO, CS, and traditional heuristic P&O in terms of tracking speed and accuracy of MPPT.

(iii) We implemented the mQHBM-MPPT to control a cuk converter for harvesting the maximum power from solar panels loaded with resistive loads. Then observe the results of performance tests in several scenarios.

The main difference between the mQHBM and the original QHBM [25, 26] is introduced twofold. First, there is the purpose of migrating the queen bee, and second, its nest coordinates were determined at the beginning. The MPP
value from the datasheet is used for the initial conditions of the iteration, and then the sensor system will read the position of the MPP change. The goal is to speed up iterations by minimizing agents or scouts so that the computing process can be faster and save memory. The MPP search process on mQHBM is still the same as the original QHBM [25], where the queen bee will be assisted by a scout in 8 cardinal sectors. This condition is repeated until the MPP value is obtained.

The rest of the paper is organized into five sections as follows: Section 2 details the PV model, the MPP concept, and the methods. Section 3 details the proposed mQHBM for MPP and the system under study. Section 4 is the result and analysis. At last, the paper concludes in Section 5.

2. Related Works

2.1. PV Model. PV panel consists of n solar cells. The circuit model for the PV panel is shown in Figure 2.

The diode current is obtained from the Shockley equation, namely:

\[ I_{pv} = I_{ph} - I_D \left( e^{\left(\frac{V_{pv} + I_{pv} \cdot R_s}{n \cdot V_m}ight)} - 1 \right), \]  

where \( I_p \) is the reverse saturation current, \( T \) is the cell temperature, \( q \) is the charge carrier, \( k \) is the Boltzmann constant, and \( n \) is the ideality factor. The PV module has two limiting parameters (Figure 2), there are open circuit voltage \( V_{oc} \) and short-circuit current \( I_{sc} \). \( I_{oc} \) is obtained by setting \( V = 0 \) and \( I_{oc} = I_{ph} \), where this value changes in proportion to the radiation of the cell. Besides, \( V_{oc} \) is the voltage on the PV terminal while the current IL = 0, then (1) leads to

\[ V_{oc} = \frac{n k T}{q} \ln\left( \frac{I_D}{I_0} \right). \]  

2.2. MPPT Methods

2.2.1. Concept of MPP Search. The main parameters of PV panels are open voltage, short circuit current, and peak power. The maximum power point (MPP), \( P_{mpp} \) is the point where the voltage \( (V_{mpp}) \) and current \( (I_{mpp}) \) on the PV terminal produce the maximum power. This condition is met by the maximum power theorem, so that the input resistance, \( R_{in} = (V_{mpp}/I_{mpp}) \) is equal to the load resistance \( R_L \).

\[ \frac{d(VxI)}{dt} = 0, \]

\[ V_{mpp} = V_{oc} - \frac{kT}{q} \ln\left( \frac{V_{mpp}}{(n k T/q) + 1} \right). \]  

The product of \( V_{mpp} \) and \( I_{mpp} \) is related to the fill factor of PV systems.

A PV panel or module has characteristics defined by \( I-V \) and \( P-V \) curves, which are drawn at a specific value according to its parameters. Figure 1(a) shows the characteristics of a PV panel under normal conditions (STC), where the incident light is 1000 W/m², the temperature is 25°C, and the air mass is 1.5. In STC, the maximum power \( P_{mpp} \) is pointed out by single \( V_{mpp} \) and \( I_{mpp} \) points. To increase the current capability, the PV panel must be installed in parallel. On the other hand, series connections could increase the voltage capability of a PV system. In practice, the series-parallel connection is widely used for many applications.

Due to environmental changes, such as shadows on the PV surface and dust, the characteristics of the PV system also change, as depicted in Figure 1(b). Several \( P_{mpp} \) points may exist that consist of a global peak and a local peak. The problem with MPPT is that the load requires a constant voltage or current, so it is quite difficult to adjust the load impedance with MPPT. The dc-to-dc converter can be used to execute the MPPT task of matching the PV resistance to resistance [31–34].

2.2.2. Simple or Classic MPPT. The simple method for approaching the MPP is by using fractional open voltage (FOV), fractional short circuit (FSC), and hill climbing (HC). They defined the constant for voltage or current, respectively, which may reach the MPP point. This method is simple and requires the very least computation. Figure 3 displays the simple FOV, FSC, and HC MPPTs tried to reach MPP using constant \( k \), which commonly ranges from 0.65 to 0.75. The FOV MPPT reaches the MPP through open panel voltage, which is practically used to switch the open and closed connection between the panel and load. Besides, the FSC-MPPT has to get the \( I_{sc} \) value by shorting the terminal. These methods are effective for low- to medium-power applications but not for large systems.

A systematic review of HC was presented in [1, 3]. P&O and IC are the mostly known HC- MPPT. At the peak of PV curve (Figure 3), \( dP/dV \) is equal to 0, before \( V_{mpp} \), \( P/mpp > 0 \), after \( V_{mpp} \) is \( P/mpp < 0 \). P&O approaching the peak by comparing the updated \( P/mpp \) until 0 or close to 0. I&C approached MPP using \( dI/dV \) and compared the updated value with \(-I/V\). For the shadowing cases or sudden changes in irradiation, hill climbing methods tend to oscillate around the peak or even to a false peak.
2.2.3. Heuristic Search. Various heuristic MPPT methods have been established in the literature [1–30]. Commonly, they are combined with the classic algorithm to enhance the performances of MPPT under shading conditions, see Figure 4. Each technique has its advantages and disadvantages, but based on general heuristics, MPPT can converge quickly and has high efficiency compared to conventional MPPT. However, heuristic MPPT is computationally intensive and expensive to implement. The hybrid method with conventional MPPT is more advantageous in terms of the balance between performance and complexity and combines the advantages of each. Some of the AI techniques used as MPPT include FLC [8], GA [1], and ANN [1, 4–6]. ANN is used to train and test the non-linear relationship between I–V and P–V. ANN takes input in the form of input current, input voltage, radiation, and temperature and then actually learns to adjust the behaviour of the solar system to achieve MPP [1]. FLC can be modified using ANN, with higher accuracy and simpler implementation [9].

GA [1] is widely used in MPPT to calculate the reference voltage of PV panels by modifying the population of individual solutions. GA produces relatively small oscillations, fast convergence, and dynamic speed. However, GA is not recommended for optimizing very large-scale, very complex, and big problems because of its simplified algorithm. In MPPT, GA is initialized by starting this trial parent population as an array.

Cuckoo search bee colony and ant colony which are well established and applied to various applications. PSO, GWO, and cuckoo search are most commonly used for MPPT, along with other methods such as Fov, Fsc, Ic, and P&O. Under normal conditions, this hybrid technique uses conventional methods to track MPP. In shaded conditions or extreme weather, hybrid techniques will activate PSO, GWO, or others as MPPT. This combination can speed up the hybrid method for tracking GMPP in extreme weather conditions [1].

GWO [20–23] is a modern heuristic technique that imitates the natural behaviour of a herd of grey wolves. In the herd, there is a hierarchy of leaders, from highest to lowest, each defined by a different variable. GWO-MPPT works by obeying orders and viewing priority orders. The agents in the form of wolves are not very numerous; and they can search for prey in large areas. In MPP search, the hunting area is restricted, and LMPP and GMPP can be assessed as a priority, so GWO-MPPT works both in normal and shaded conditions. However, both the GWO and in cuckoo search each imitate the behaviour of the grey wolf and the cuckoo hunt, respectively. In both of these methods, the number of particles (agents) is less than in PSO, so the computation is faster.
2.2.4. QHBM. QHBM is one of the heuristic techniques published in 2017 to handle hotspots on WSN [25]. QHBM imitates the behaviour of a honey bee queen, who will naturally migrate in dangerous conditions as depicted in Figure 5. This behaviour also appears in the bee’ princess (to simplify the story we called it queen). The queen will leave the nest and move from one place to another until the scouts find the right food location and she feels comfortable where she last visited to make a new nest [25].

The migration of the queen is random but deliberately limited to 8 cardinal sectors. The queen will make her decision by studying the code of the scouts within her sight. The queen uses the information from the scout to choose the direction to take next. And so on until the queen finds a place that is considered suitable for building a nest [25].

Step 1. Initialization. Figure 6 shows the logical view of the QHBM initialization process. The queen is in the center, and the scouts are spread randomly inside or outside sectors. The cardinal direction is pointed toward the destination pole. In the case of MPPT, these 8 possible poles are assigned as the \( P_{Q(k+1)} \) and the queen is initially located at \( P_{Q(k)} \). \( P_Q \) is the current value of PV system wattage obtained from sensors, \( k \) is the current iteration, and \( k+1 \) is the next iteration [25].

Step 2. Iteration. The iteration process of QHBM consists of several tasks, namely: deciding the moving direction, sector selection, choosing the pole (destination), calculating the distance travelled by Queen, and updating the queen position. There are several parameters used when applying this natural behaviour mathematically, namely destination, initial position, which could be 1D, 2D, or 3D, or more, and the weight of the information from the scouts. The decision is taken by using the probability, or percentage, of scouts in each sector, \( C_j \). Each migration is determined by the radius of the journey, \( r \). Naturally, the queen bee does not move as far as \( r \) but will stop at a certain point according to the size of the disturbance that may exist. This condition is repeated until the queen found places for a new hive [25].

\[
C_k = \frac{1}{n} \sum_{k=1}^{n} e_{r(k)},
\]

(4)

\[
p_k = \frac{C_k}{\sum_{k=1}^{n} C_k},
\]

(5)

\[
r_{k+1} = r_k (1 - \alpha),
\]

(6)

\[
V_{Q(k+1)} = V_{Q(k)} + r_{k+1} \cdot \cos \theta_{k+1},
\]

(7)

\[
P_{Q(k+1)} = P_{Q(k)} + r_{k+1} \cdot \sin \theta_{k+1},
\]

(8)

\[
g_{m(k+1)} = g_m \cdot \text{rand}(\alpha),
\]

(9)

where \( C_j, p_k, n_k, k_m, \alpha, \epsilon(z) \), are scout excitation value, sector probability, number of scouts, iteration, natural factors for learning, and residual energy, respectively. \( P_{Q(k)}, P_{Q(k+1)}, V_{Q(k)}, V_{Q(k+1)} \) are the current and future values of the queen as they coordinate on the PV curve [25].

Stopping Criterion. For MPPT, we used epsilon \( \varepsilon = 0.001 \). In the case of non-linear or shaded conditions, QHBM is also able to search quickly, even though it requires a large processor and memory like other heuristics. To save computations so that they can be applied to minimum processor devices, we made some modifications to the original QHBM [25]. The modified QHBM, or mQHBM, will be discussed in Section 3.3.

2.3. Čuk Converter. The loads applied to the PV require a constant current or voltage, so to adjust the resistance to the PV resistance, an interface in the form of a dc-dc converter is required. In this way, the impedance matching between PV and load can be obtained as a function of the duty cycle [1]. To keep the load feeling the maximum power, the dc-dc converter will adjust the duty cycle so that the PV input resistance is equal to the load resistance.

The output voltage of \( Čuk \) converter in Figure 7 is given by

\[
V_0 = \frac{d}{1-d} V_i,
\]

(9)

and the PV resistance at MPP by

\[
R_{mpp} = \frac{(1-d)^2}{d^2} R_L.
\]

(10)

3. Method

3.1. System Modelling. Simulations were carried out using the circuit in Figure 8 to study the performance of the mQHBM heuristic approach in finding MPP. This circuit uses a SRM50D 50Wp PV with specifications as shown in Table 1. The Čuk converter is used as a power interface for mQHBM-MPPT. The parameter specifications of the converter used in the test circuit are shown in Table 2. A bulk resistor is used as a dc load. Table 3 is a general table of parameters for control and epsilon.

3.2. The Proposed mQHBM. The proposed mQHBM block is equipped with voltage and current sensors. The voltage sensors are used to read the solar panel output voltage and load voltage in real time. The solar panel output current and load current are monitored in real time by the current sensors. The values of the voltage and current are then used as input for the computation of the MPP search process by mQHBM. Figure 8 shows that the mQHBM output is connected to the PWM block to produce an appropriate duty cycle to extract maximum power from the solar panel. To reduce the computation, we modified QHBM to mQHBM as follows:

(i) We consider the \( \alpha \) as a random value (0 to 1) directly without updating the natural factor \( g_m \).

(ii) We reduce the time spent on a decision by using \( u_k = \Delta P/\Delta V \) in the case of MPPT rather than Eq (4), Eq. (5), and (3) as in the original QHBM.
Honey bee migrate to a new place due to:
(i) lack of resources
(ii) threats
(iii) In specific, young queen or princess of colony must migrate to build its own hive

Figure 5: QHBM origin.

Figure 6: QHBM logical view.
Changethe stopping criterion by (5), so that
\[ R_{mp} - \frac{(1 - d)^2}{d^2} R_L \leq 0.01. \] (11)

(iii) Change the stopping criterion by (5), so that
\[ R_{mp} - \frac{(1 - d)^2}{d^2} R_L \leq 0.01. \]

The workflow of mQHBM in finding MPP is described as follows:

T able 1: PV specifications.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Open circuit voltage ((V_{oc}))</td>
<td>21.4 V</td>
</tr>
<tr>
<td>Short circuit current ((I_{sc}))</td>
<td>3.14 A</td>
</tr>
<tr>
<td>Maximum power voltage ((V_{mp}))</td>
<td>17.44 V</td>
</tr>
<tr>
<td>Maximum power current ((I_{mp}))</td>
<td>2.88 A</td>
</tr>
<tr>
<td>Maximum power ((P_{mpp}))</td>
<td>50 Wp</td>
</tr>
</tbody>
</table>

T able 2: Cûk converter.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1, L2</td>
<td>3 mH</td>
</tr>
<tr>
<td>C1, C2</td>
<td>1000 μF</td>
</tr>
<tr>
<td>(f_s)</td>
<td>20 kHz</td>
</tr>
<tr>
<td>(d)</td>
<td>0 to 1</td>
</tr>
</tbody>
</table>

(i) Initialization. \(P_{MPP}\) is selected for queen destination and given load resistance \(R_L\), queen sight, \(r\) is 5.

(ii) The system sensors detect the PV current \(I_{Q(k)}\) and PV voltage \(V_{Q(k)}\) which are used as the initial coordinates of queen \(P_{Q(k)} = V_{Q(k)} \ast I_{Q(k)}\). Note that MPPT is a two-dimensional case.

(iii) Scouts are spread randomly in the hotspot regions and their coordinates are \(P_{S(k)}\) on \(P-V\) curve, respectively.

(iv) The natural factor, \(\alpha\) of mQHBM is a random value between 0 and 1. In the mQHBM-based MPPT, the queen decides the weighted information delivered by scout bees in each sector, which is defined as \(w(k)\) as follows:
\[ w_k = \frac{\Delta P}{\Delta V} = \frac{P_{Q(k)} - \sum_{i=1}^{n} P_{S(i)}}{V_{Q(k)} - \sum_{i=1}^{n} V_{S(i)}} \]  

(12)

where \( k \) is the current iteration, \( P_{Q(k)} \) the current power point, \( n \) is the number of scouts bee, and \( V_{Q(k)} \) is the queen position that is defined the current measurement of MPP voltage. \( V_{S(i)} \) is the scout’s position that is defined as the possible GMPP voltage. In terms of mQHBM, the \( P_{Q(k)} \), \( V_{Q(k)} \) and \( P_{S(i)} \), \( V_{S(i)} \) are the Queen and Scout’s positions on the P-V curve, respectively.

(v) Queen moves to a selected sector and the length of the journey is given by Eq. (6).

(vi) After the queen gets the updated position, the duty cycle \( (d) \) value also changes based on the following equation:

\[ d = \frac{V_{o(k)}}{V_{o(k)} + V_{Q(k)}} \]  

(13)

where \( V_{o(k)} \) is the output voltage value obtained from the sensor in the current iteration.  

(vii) Stopping criteria. The queen decides whether the iteration will be stopped or repeated based on (6).

3.3. Scenarios. The proposed system has been developed, and the simulation was conducted using MATLAB under the following scenarios:

(i) Scenario 1: MPPT simulation on normal irradiation (STC @ 1000 W/m²).

(ii) Scenario 2: MPPT simulation on sudden changes in irradiation from 1000 W/m², 800 W/m², to 600 W/m². We used the square function to realize this situation, where the interval of each irradiation is 10 seconds.

The data obtained from the respective simulation processes was performed 100 times on average. We compared the accuracy and sensitivity of mQHBM with P&O, PSO, and fuzzy for MPPT under normal and dynamic environments.

4. Simulation Results

We have simulated the system in Figure 8 according to the scenario in Section 3.3. The results are discussed in this section in a separate subsection.

4.1. Case 1: Normal Condition. Under normal conditions, when solar irradiation is 1000 W/m², the I–V curve is linear. Observations of each method were carried out 100 times each and the average is shown in Figure 9. Each image has a description of the names of the MPPT methods.

We put the mQHBM method together with one other method on each curve in Figure 9 to see how they compare fairly. In this condition, it is clear that all heuristic algorithms, from traditional ones such as P&O to other more modern algorithms, show satisfactory results. We found the same thing with [1–5, 9, 12], where most heuristic methods converge quickly in the normal case. The difference is in the response speed, convergence speed, and accuracy. All of these heuristic methods do not experience serious oscillations at all and quickly reach their steady state around the MPP.

Compared with the original QHBM, mQHBM is faster to steady state. This is because the learning process is accelerated offline. This will save computation when implemented on a minimal processor. On the other hand, mQHBM compared to other algorithms, is not always the best. When compared with P&O, mQHBM is still much faster to converge, and more accurate than the original QHBM. Likewise, other algorithms, namely PSO, GWO, CS, and ANN, are indeed superior to P&O. This fact had also been found by researchers in the literature [1, 2].

Based on Figure 10, we find that mQHBM is faster towards a steady state than the original QHBM by a difference of 0.04 s. Among all the MPPT heuristic algorithms compared, namely mQHBM, QHBM, P&O, ANN, PSO, GWO, and CS the highest overshoot occurred at P&O at around 1.94 W, and the lowest was at PSO at around 1.04 W. The mQHBM reached 1.07 W greater overshoot than the 0.01 W of original QHBM. GWO, CS, and QHBM only differ slightly, with the highest position of the three being GWO, which reaches 0.25 W. This overshoot is influenced by the computational process of each heuristic technique, so it varies greatly from one to another. The steady-state response speed of all the compared algorithms is almost uniform, where PSO and ANN are the slowest because the computations are the most complex. mQHBM was slightly faster than QHBM in achieving a steady state under normal irradiation conditions.

The accuracy of each method and its computational speed are described in Section 5.1.

4.2. Case 2: Changing Irradiation. The second simulation scenario is carried out by changing the sunlight every 1 s from 1000 W/m² to 800 W/m² and 600 W/m². The results of the MPP stress simulation are shown in Figure 10, where P&O, ANN, PSO, GWO, CS, and mQHBM. In general, all methods experience instantaneous oscillations because the calculation of the target MPP is very small, namely 50 Wp with an MPP voltage of 21.4 V.

Based on the test of changes in sunlight, it was found that mQHBM did not respond too quickly to changes when compared to ANN, PSO, GWO, and CS. In this section, we do not show the power curve because the shape of the image is relatively very similar, so it will be redundant. The interesting thing in this simulation is the oscillation of the MPP voltage. In Figure 10, we see that the P&O strongly oscillates every time there is a change in solar irradiation. ANN, PSO, CS, and GWO are indeed more stable than P&O, as stated [1, 3], mQHBM is not always better than its competitors, namely ANN, PSO, CS, and GWO. However, it becomes rational that mQHBM is still quite reliable as the choice of normal and shaded MPPT.
5. Analysis

5.1. MPPT Accuracy. Figure 11 shows how QHBM traces the PV curve until it finds the MPP in a static environment and the tracking path under dynamic environmental conditions. In a static situation, the mQHBM easily climbs the hill until it finds the MPP point. The tracking path can decrease from peak one to peak two in dynamic environmental conditions, meanwhile, it can be seen that the MPP peak can decrease when the surrounding dynamics occur.

Figure 12 shows one of the conditions when all MPPT methods have determined the final position, where this endpoint is the output power extracted from the solar panel. The difference in output power can be extracted for each method by calculating the absolute error of the MPP. Visually, it can be ascertained that mQHBM has the best accuracy compared to its two rivals, namely PSO and P&O, with errors of 0.03, 1.7, and 0.7, respectively. Thus, the accuracy rates of mQHBM, PSO, and P&O are 99.99%, 97.38%, and 98.54, respectively. An interesting fact is that PSO is not more accurate than P&O in small power applications (50 Wp) because PSO converges faster considering the number of agents or particles used while the step size is not too large.

In the second case, where the solar irradiation was changed intentionally after several seconds, the mQHBM was still the best. The decrease in irradiation level of about 200 W/m² in the first interval of 10 seconds and the next interval did not significantly affect the accuracy of mQHBM while PSO and P&O are quite shocked by the accuracy problem when there is a change in solar irradiation. While the mQHBM only decreased by 0.2% and 0.1% accuracy, the PSO accuracy fell by about 6.48% in the first interval and was able to rise again in the next 10 seconds by about 7.9%. Under the same conditions as mQHBM and PSO, P&O accuracy decreased by 0.05% and increased again by 0.66%. The facts above show an anomaly in PSO and P&O when the irradiation decreases.
Figure 10: PV output power with MPPTs under shading conditions. (a) P&O, (b) ANN, (c) PSO, (d) GWO, (e) CS, and (f) mQHBM.

Figure 11: mQHBM search MPP.
5.2. MPPT Response. Based on Tables 4–6, it can be concluded that, in general, the speed of mQHBM in finding MPP in the 1000 W/m² normal irradiation case is the fastest. This happens because the desired target has been set at the beginning of the iteration. While PSO is not superior because the random concept used is not suitable for small power 50 Wp. From the outset, P&O had indeed been predicted to be the slowest, as demonstrated by [3] in slightly different applications. Although the difference in MPP tracking time between the three methods is not that large, it is very significant if applied to a low-cost microcontroller.

In the case of irradiation changes, mQHBM was the slowest compared to PSO and P&O, as shown in Tables 4 and 5. This happens because there is a tradeoff between accuracy and speed, where achieving good accuracy, takes a longer time. In the second case (irradiation change), PSO was the fastest compared to mQHBM and P&O. In general, the mQHBM required a longer time when the irradiation decreased while the P&O computation takes a constant time of 0.9 s in response to changes in irradiation. This occurs because the P&O oscillates around the MPP point.

An interesting fact will be seen if we enlarge the curve of the MPP finding to find the oscillations experienced by all MPPT methods before settling MPP. Figure 13 shows three examples of the worst response from PSO, QHBM, and P&O, where this occurs when the transition is shaded from 1000 W/m² to 800 W/m². P&O was not accurate, and at worst, it could be seen that P&O oscillated towards LMPP, then climbed again to GMPP, and then dropped away from LMPP. This incident shows that P&O was not able to properly track MPP. PSO also oscillates at its worst and reaches hysteresis around the GMPP. This is because many particle agents respond to the sudden transition from normal to shaded. As with P&O and PSO at their worst, QHBM also oscillates, but QHBM is closer to GMPP by a 0.5 W margin than MPP. The QHBM is hysterical around the MPP as the released scout’s agent responds to changes in irradiation and attempts to provide information to Queen. Queen received info from another scout agency and decided to return to GMPP. This is no longer the case with mQHBM with the aforementioned modifications.

6. Conclusion
We have successfully developed mQHBM and tested this method for tracking MPP on a 50 Wp PV system. A fair comparison with several well-known heuristic methods, namely the original QHBM, ANN, PSO, GWO, CS, and
traditional HC, namely P&O, has been carried out in two cases, namely normal irradiation conditions and changes in irradiation (shaded) reliable in normal cases.

We recognize that mQHBM is not always the best, given its shortened stages. However, for implementation at a minimum, this system is good. The mQHBM takes a longer time than PSO, GWO, QHBM, ANN, and CS. Even so, the mQHBM can still be relied on in terms of accuracy, which always reaches above 98% or more in all conditions. The advantage of mQHBM is that it determines the MPP target from the beginning, thereby reducing errors in determining the MPP where the original QHBM takes a longer time, as is the case with PSO, P&O, and other competitors.

In the future, we will further improve the performance of the mQHBM and observe the shaded transition. The shaded transition is a dynamic process because it is influenced by changes in the weather, dust, etc. The performance of mQHBM under changing loads will be observed as a major project in the future, especially on solar power systems for charging stations and building integrated PV systems.
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