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A recommender system is an information selection system that ofers preferences to users and enhances their decision-making.
Tis system is commonly implemented in human-computer-interaction (HCI) intervention because of its information fltering
and personalization. However, its success rate in decision-making intervention is considered low and the rationale for this is
associated with users’ psychological reactance which is causing unsuccessful recommender system interventions. Tis paper
employs a computational model to depict factors that lead to recommender system rejection by users and how these factors can be
enhanced to achieve successful recommender system interventions. Te study made use of design science research methodology
by executing a computational analysis based on an agent-based simulation approach for the model development and imple-
mentation. A total of sixteen model concepts were identifed and formalized which were implemented in a Matlab environment
using three major case conditions as suggested in previous studies. Te result of the study provides an explicit comprehension on
interplaying of recommender system that generate psychological reactance which is of great importance to recommender system
developers and designers to depict how successful recommender system interventions can be achieved without users experiencing
reactance and rejection on the system.

1. Introduction

A recommender system (popularly known as a recom-
mendation system) is an information fltering system that is
used for predicting the preference and rating of items that
users would select or pick for their personal use [1]. It is a set
of techniques and tools used for the main goal of providing
preferences and suggestions of products to customers who
are inability to make decision based on the number of al-
ternative products available. It is commonly implemented
due to its ability to enhance users’ decision-making in in-
terventions [2]. It enhances users’ decision-making by de-
livering personalized relevant information to users based on
real-time data collection on the products. Te adoption and
implementation of recommender system is showcased for
instance in Amazon (an electronic commerce website) and
other classifcations of services that are involve in the

provision of suggestions which efectively reduce large in-
formation spaces intake by users to meet their best pref-
erences and needs on products selection and decision.
“Many products are being purchased online, and there is
increasing customer demand for a large number of items
available on websites to be fltered so that specifc items can
be more easily founded according to their actual interest.”
Examples of sites using recommender system include Netfix
(Movie recommendation), Amazon, (Book recommenda-
tion), Pendura (Music recommendation), Yahoo News
(News recommendation) and other information extraction
and selection websites based users’ preferences and interests
on related products or items (for instance most social media
platforms like MySpace, LinkedIn and Facebook). Addi-
tionally, according to Ojagh et al. [3]; the system has two
peculiar features which are location awareness (can trace
users’ precise location) and ubiquity (can be used anywhere).
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However, most recommendation systems information is
usually refused, disregarded, and ignored by users [4, 5]. Te
rationale for this information rejection has been associated
with users’ psychological reactance which is causing un-
successful recommendation system interventions [6, 7].

Psychological reactance is stimulated when the recom-
mender system did not acquire necessary factors to limit au-
diences’ threat during the recommendation [8]. Te
recommender system users feel that their autonomy is
threatened by the recommendation of the system which causes
them to experience psychological reactance [9]. Psychological
reactance trigger irritation, anger, and annoyance that will not
allow the autonomy of the system users which then causes
defection towards decision making and the recommendation
of the system. Even though previous studies have highlighted
models on the efect of psychological reactance such as Rey-
nolds-Tylus et al. [10]; Akhtar et al. [11]; Lowry and Moody
[12]; however how users’ reactance can be reduced to enhance
acceptance of the system recommendation has not been well
studied. In addition, none of the previous studies explores
computational analysis such as agent-based modelling as a
solution to reduce users’ reactance which is limiting successful
recommendation system interventions. Tus, this study seeks
to develop a computational recommendation system for
successful intervention.

2. Literature Review

Recommender System (RS) suggests tailored and person-
alized contents over a pool of collection of products or items
to a user. Te rationale behind these tailored and person-
alized contents is to infuence the users’ decision-making
process which is vital to successful intervention. Tis is
achieved when the users fnd relevant and meaningful in-
formation on the suggested products or items. According to
Bhaskaran and Marappan [13] there three major classif-
cation of RS namely collaborative-fltering RS, content-
based RS and hybrid-based RS. Collaborative-fltering RS
uses feedback mechanism by exploiting similarities rating
among large population of users on an item or product. Tis
is achieved by suggesting similar items that users usually
exploit and it is based on user or item behavioral patterns
[14]. For example if users usually search for shoes, shirts and
wrist watch based on their online behavioral patterns then,
shoes and shirts can be recommended to any other user
searching for wrist watch.

On the other hand, content-based RS uses item or
product description representation by comparison to rec-
ommendation. Tis is achieved by mining on the item or
product description to make generalization and grouping.
For instance, “Star Wars,” “Blade Runner” and “Twelve
Monkeys” can be classifed as Science Fiction movies based
on their movie genre information. “Star Wars” and “Blade
Runner” movies can also be recommended to users
searching for Twelve Monkeys movie or any other Science
Fiction movies. Te third classifcation is the hybrid-based
RS and it combine both the content-based fltering and
collaborative-fltering methods [15]. According to Pachot
et al. [16] the hybrid-based RS can be achieved using three

diferent approaches. Te frst approach is by separately
using both content-based and collaborative-based to analysis
and predict then integrate the resultant output together.
Another approach is to directly integrate both content-based
and collaborative-based methods together to obtain the
result. Tis approach uses both methods to analysis and
predict to get the result. Te third approach is by developing
a model out of the two methods of content-based and
collaborative-based recommender system. In respect of the
hybrid-based RS approach used, the hybrid-based has been
identifed to be more accurate compare with the other
methods (content-based and collaborative-based) because it
is found to limitations like accurate, sparsity and cold-start
as mentioned by Javed et al. [17] and Reddy et al. [18].

Generally, the implementation and deployment of RS is
across various sections and domains like social networks
[19–22], news portals [23–25], intelligent assistants [26–28],
e-commerce [29–31], search engine [32–34], Internet of
Tings [35], healthcare management [36–38], smart home
[39–41], fnancial applications [42–44], smart city [45–47],
game [48–50], fashion [51–54], tourism [55–58] and other
high quality delivery platform which ensure that personal-
ized and tailored information are easily accessible by users.

To improve the efcacy of the RS applications, there have
been various evaluation studies such as Alhijawi et al. [59];
Zangerle and Bauer [60]; Verachtert et al. [61] and Fayyaz
et al. [62]. In these studies, Fayyaz et al. [62] has identifed
fve major limitations with RS namely Cold-Start (lack of
sufcient data availability within the system would cause the
RS to be inefcient), Data Sparsity (user–item matrix in-
formation would cause the RSs to provide unstable and
unreliable recommendations), Scalability (choice among
large pool of recommendations to the user), Diversity (se-
lection of the most preferable among large pool of recom-
mendations to the user) and Habituation Efect
(presentation manner and platform to the user infuence
efcient of the RS). Additionally, studies such as Badewi et al.
[63]; Sysko-Romańczuk et al. [64]; Li et al. [65]; Aljukhadar
and Senecal [7] have argued that RS users’ usually experience
psychological reactance which lead to refusal, ignore and
disregard of recommendations. Tis argument is further
maintained by Ma et al. [6] and Aljukhadar and Senecal [7]
that RS recommendation rejection is associated with users’
psychological reactance which is the cause of unsuccessful
RS interventions. Tus, this paper aims to develop com-
putational models of RS intervention where users’ reactance
can be reduced to enhance acceptance of the RS recom-
mendations for a successful decision-making interventions.

3. Methodology

In the vast literature, there are many research methods that
have been presented to solve any research problems and
issues but there is need to identify the most suitable solution
for a particular research problem and issue. Hence, taking a
critical examination of this study problem as stated in the
introduction of this paper which is the development of
computational model. Te design science research (DSR)
method is selected the most suitable due its critical and
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stepwise approach to model development and its verifca-
tion. Whereas, other research methods like a case study and
experimental design cannot be considered as being appro-
priate since these research methods did not focus on model
design. Tis is in-line with Kuechler and Vaishnavi [66]
submission that DSR is a problem-solving paradigm that has
six stages namely identifcation of problem and objectives,
proposed solutions, design of the model, verifcation, model
demonstration, and model communication as summarized
in Figure 1.

As refected in Figure 1 above, the frst stage is problem
identifcation which is the reduction of users’ psychological
reactance on a mobile recommendation system. Te second
stage is objective identifcation which is referring to the four
stated objectives in the research objective section. Te third
is the model design and development which will be based on
Adegoke et al. [67] and Bosse et al. [68]. Figure 2 shows the
activities in this stage based on the procedure used by Bosse
et al. [68].

After the formal model development, the model verifca-
tion is the fourth stage and it is based on Ojeniyi et al. [69] and
Ajoge et al. [70]. Te ffth and sixth stages will be where the
model will be simulated and the simulation traces will be
interpreted and reported. Te simulation activities is pictured
in Figure 3 where the designed formal model is evaluated.

Te next subsection, present the model concepts result, the
formal model and simulation outputs which represent the
simulation traces.Te results obtained is discussed in-line with
the paper objective and supported with previous studies.

4. Result and Discussion

Tis study made use of 3 theories (the Teory of Reasoned
Action-TRA, theTeory of Planned Behaviour-TPB, and the
Self-Efcacy Teory-SET), and 4 conceptual models (the
Fogg BehaviourModel-FBM, the Health Belief Model-HBM,
the Relapse Prevention Model-RMP and the Trans-Teo-
retical Model-TM). Based on these 3 theories and 4 con-
ceptual models, sixteen (16) concepts were formulated and
presented in Table 1.

Based on the 3 Teories and 4 Models with supporting
empirical evidence from the literature, the relationship
representations were formed as the conceptual model. Te
summarized causal relationships that produce the concep-
tual model of the study is presented in Figure 4.

In the conceptual model, the arrows represent the causal
dependencies of the concepts’ interplaying relationship as
presented in Table 1. Te concepts formalization is based on
previous studies like Adegoke et al. [67] and Serrano et al.
[93]. For instance in equation (1), the formalization of the
Severity of the Recommendation (Sr) is dependent on
Recommendation task (Rt) and Recommendation reject
(Rr) as shown in the Conceptual model in Figure 4. Tus, Sr
is considered to be high when both Rt and Rt are high which
is evident in previous studies like Sharma et al. [87]. Tis
similar concept is used for other formalization as presented
below in equations (1)–(16):

Se(t) � [1 − Nr(t)]Pb(t), (1)

Sr(t) � [1 − (1 − Rr(t))]Rt(t), (2)

Pb(t) � (1 − pr(t)) wpb1 · Cg(t) + wpb2 · Mr(t) + wpb3 · At(t) , (3)

Cr(t) � wc1 · Mr(t)) + wc2 · Si(t) + wc3 · Ab(t), (4)

Rr(t) � (1 − Ra(t)) · [wRr1 · Pa(t) + wRr2 · Tr(t) + wRr3 · DFr(t)], (5)

Ra(t) � (1 − Rr(t)) · [wRa1 · Se(t) + wRa2 · Ic(t) + wRa3 · Pa(t)], (6)

Mr(t) � (1 − σ) · (At(t)) + σ(wm1 · Cr(t) + wm2 · Si(t) + wm3 · Ab(t)), (7)

where  1 � 1,  1 � 1,  Wpcj � 1,  1 and  Warj � 1,
wPc1, wPc2, wPc3, wc1, wc2, wc3, wpb1, wpb2, wpb3, wm1,

wm2, wm3, wAr1, wAr2 andwAr3 are the simulation
weights factors for the respective equations

Pr(t) � [(1 − ρ) · Pb(t) + 1 − ρ · Cr(t)] · Sr(t), (8)

Ac(t) � [1 − Nr(t)][(1 − c) · Bf(t) + c · Rk(t)], (9)

Ir(t) � [(1 − ]) · Rt(t) + ].Se(t)].Dr(t), (10)
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Table 1: Te model concept.

No Concept Representation Description Related
theory Empirical relation

1 Ability to perform the
recommendation Ab Having sufcient enablement to accept the

recommender system TPB, TRA Saito and Watanobe [72]

2 Social infuence Si External opinion on the recommendation Huo et al. [73]

3 Belief in the
recommendation Bf A state of the user’s trust or confdence placed

in the recommender system FBM Li et al. [74]

4 Recommendation
knowledge Rk Knowledge and understanding about the

recommender system TPB, TRA Rosa et al. [75]

5 Planned action toward
the recommendation Pa

A sequence of steps or activities that must be
achieved well, for the recommender system

intervention to be successful
TPB, TRA Workman [76]

6 Recommendation task Rt Te nature of the recommendation TPB, TRA Shishehchi et al. [77]

7 Attitude to the
recommendation At Mental state TPB, TRA Ku and Tai [78]

8 Challenge to the
recommendation Cr Perceived threat to the recommender system

information HBM, TPB Mashal et al. [79]

9 Motivation of the
recommendation Mr Drive to achieve the recommender system

information
FBM, TM,

HBM Jain et al. [80]

5 Perceived beneft of the
recommendation Pb Positive feeling on the recommender HBM, TPB Musto et. al [81]

6 Treat to the
recommendation Tr Perceived risk to perform recommendation FBM,

HBM Sangeetha et al. [82]

10 Perceived risk of the
recommendation Pr Negative feeling on the recommender HBM, TPB Amirtha et al. [83]

7 Intention to perform the
recommendation Ir Inclination to achieve the recommender

system information

FBM,
HBM,
RPM

Jiménez-Castillo and
Sánchez-Fernández [84];

Amirtha et al. [83]

8 Negative thoughts on the
recommendation Nr Negative reaction on the recommender HBM, TPB Passos et al. [85]

9 Self-efcacy to the
recommendation Se Te self-drive to the achieve the recommender

system information
RPM,

TPB, SET Louvigné et al. [86]

10 Severity of the
recommendation Sr Te strictness of the consequences of the

recommendation HBM Sharma et al. [87]

1 Desire to change for the
recommendation Dr Te emotional feeling toward the

recommender system TM Andersen et al. [88]

12 Recommendation accept Ra A state when the recommendation is accepted SET Nilashi et al. [89]

13 Recommendation
rejected Rr A state when the recommendation is defected SET Lei et al. [90]

14 Dissatisfaction with the
recommendation DFr Stage of continuous discontent with the

recommendation RPM Barzegar Nozari et al. [91]

15 Consistency
recommendation reject CRr Continuous stage of rejecting the

recommendation TRA, RPM Dewi et al. [92]

16 Consistency
recommendation accept CRa Continuous stage of accepting the

recommendation TRA, RPM Dewi et al. [92]

Operational Model Phase 

Executable Model

Simulation Environment

Simulation Output

Formal Model

Figure 3: Simulation phase activities [71].
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Dr(t) � [(1 − η) · Pb(t) + η.Mr(t)].Bf(t), (11)

Tr(t) � [(1 − ϕ) · Nr(t)] + ϕ.DFr(t), (12)

Nr(t) � [(1 − ψ) · Se(t)] + ψ.Pr(t), (13)

CRr(t + Δt) � +φ · [Rr(t) − CRr(t)](1 − CRr(t))(CRr(t) · Δt) + CRr(t), (14)

CRa(t + Δt) � +ζ · [Ra(t) − CRa(t)](1 − CRa(t))(CRa(t) · Δt) + CRa(t), (15)

DFr(t + Δt) � +λ · [Nr(t) − DFr(t)](1 − DFr(t))(DFr(t) · Δt) + DFr(t), (16)

Whereas: ζ λ, and φ are the regulating constraints, while Δt
refers to the change rate in time (t).

Te formal models equation (1)–(16) were implemented
using the three cases namely Task Challenging recom-
mendation, the Uninspiring recommendation, and Infu-
ential recommendation. Te implementation is done in a
Matlab using the pseudo-code display in Figure 5.

4.1. Case One: Te Uninspiring Recommender. In this case,
the recommender is depicted with low Planned action (Pa),
Society infuence (Si), Ability (Ab), Belief (Bf), and Rec-
ommendation knowledge (Rk) while high recommendation
task (Rt) as shown in Table 2.

Te recommender is characterized by lack of support
from others, low ability, inadequate understanding, low
belief, and knowledge about the target recommendation in
the achieving of the information given by the recommender
but the nature of the information is high as illustrated by
Tang [97]. Te obtained simulation traces after running the
codes is presented in Figure 6.

Based on Figure 6, it is observed that DFr leads to both
CRr and CRa. Also, there is a very wide range margin
between the three. DFr is found tending towards 1
whereas CRa is tending towards 0. Tis implies that when
a recommendation acquires this case condition attribu-
tion then its action will be characterized by high dissat-
isfaction and low consistency recommendation

Initial Stage Reasoning Stage
Action Determinant

Stage Action Stage Consistency Stage

Consistency
in Action

Consistency
Refusal in

Action

Reactance

Rejected Action

Performed
Action

Dissatisfaction

Threat
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Intention
to Change
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Desire to
Change
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Attitude
to Change

Motivation

Perceived
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Perceived
Risk

Challenge

Severity of
Behavior

Ability

Behavior Task

Planned
Action

Social
Influence

Behavior
Knowledge

Figure 4: Te conceptual model.
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acceptance which indicates that the recommendation
system will not be able to consistently perform the target
intervention due to its extremely susceptibility to high
dissatisfaction [98].

4.2. Case Two:Te Task Challenging Recommender. Te task
challenging recommender is depicted with high Social in-
fuence (Si), Recommendation knowledge (Rk), Belief (Bf)
and Recommendation task (Rt) whereas low Planned action
(Pa) and Ability (Ab) as shown in Table 3.

Tis recommender possesses low initiative and the ca-
pability to achieve a difcult task. Te simulation traces
obtained after running the simulation code is presented in
Figure 7.

Te simulation traces in Figure 7 show that DFr leads to
both CRr and CRa whereas CRr leads to CRa with a close
margin. Tis suggests that recommender with this charac-
teristic will display dissatisfaction which will make it unable
to achieve the task due to reactance [101, 102].

4.3. Case Tree: Te Infuential Recommendation. Te case
condition presented recommender with characteristics
with high recommendation knowledge (Rk), Ability (Ab),
Belief (Bf ), Society infuence (Si), and Planned action (Pa)
whereas only recommendation task (Rt) is low as shown in
Table 4.

Te case is characterized by a recommender with high
capabilities and infuence to achieve the task. Te simulation
traces obtained after running the code are presented in
Figure 8.

Te simulation traces presented in Figure 8 shows that
CRa leads to both DFr and CRr. Also, a wide margin lag is
observed between DFr and CRr but a close margin lead is
observed between CRa and DFr. In other words, when a
recommender acquires this case characteristic then it will
possess high CRa, reduced DFr and extremely low CRr. Tis
is because of the infuence that the system possesses which
able it to achieve its task. A similar result was pointed out by
Fogg [104] that systems that provide enabling support and
infuence are mostly to achieve their target tasks. Te

0 100 200 300 400 500 600 700 800 900 1000
0

0.5

1

1.5

time steps

le
ve

ls

DFr
CRa
CRr

Figure 6: Te uninspiring case simulation.

Table 2: Values of uninspiring case condition.

Concept Given value Reference
Belief (Bf) 0.2

Hagger et al. [94]; Cane et al. [95]; Michie et al. [96]

Society infuence (Si) 0.2
Ability (Ab) 0.2
Planned action (Pa) 0.2
Recommendation knowledge (Rk) 0.2
Recommendation task (Rt) 0.9

Start
Initialize the numSteps
Initialize the array size
Initialize parameter
Case selection

Case 1 to Case n
State = Case Selection
end
Initialize equations at t = 1
Do t = 2: numStep
Compute equations

End
Until t = numSteps

Figure 5: Te model simulation pseudo-codes.
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recommender will be able to consistently achieve its tasks
while there will be a slight level of dissatisfaction due to low
recommender tasks (this is because recommender tasks
should be moderately challenging for users). Te summary
of the result is presented in Table 5 depicting the three
selected cases.

Terefore, the only infuential recommendation case is
found to experience no psychological reactance which is the
reason for it to achieve the task. Also, the task challenging

and the uninspiring recommenders acquired possess fea-
tures that lead to reactance which made them unable to
achieve their tasks Hence, this has explicitly depicted the
rationale behind recommender system failure during deci-
sion-making intervention as caused by psychological reac-
tance. Te fnding will be of great importance to
recommender system developers and designers to depict
how successful recommender system interventions can be
achieved.

0

0.5

1

1.5

100 200 300 400 500 600 700 800 900 10000
time steps

DFr
CRa
CRr

Figure 8: Te infuential case simulation.

Table 4: Values of the infuential case.

Concept Given value Reference
Belief (Bf), 0.9

Zhou et al. [103]

Planned action (Pa) 0.9
Recommender knowledge (Bk) 0.9
Society infuence (Si) 0.9
Ability (Ab) 0.9
Recommender task (Ba) 0.2

0 100 200 300 400 500 600 700 800 900 1000
0

0.5

1

1.5

time steps

le
ve

ls

DFr
CRa
CRr

Figure 7: Te task challenging case simulation.

Table 3: Values of task challenging case condition.

Concept Given value Reference
Belief (Bf) 0.9

Zhang et al. [99] and Zheng et al. [100]

Recommender knowledge (Rk) 0.9
Recommender task (Rt) 0.9
Society infuence (Si) 0.9
Ability (Ab) 0.2
Planned action (Pa) 0.2
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 . Conclusion

Te three simulated cases depict that recommender sys-
tem design with a low task (Rt) and high Planned action
(Pa), Ability (Ab), Belief (Bf ), Society infuence (Si), and
recommendation knowledge (Rk) tends to limit users’
reactance during decision-making intervention. Although
other possibilities can be further investigated to com-
prehend the relationship between user’s reactance and
successful recommender system intervention, however,
this study argues based on the fnding that the rightful
implementation of these identifed factors and concepts
will enhance successful intervention of the recommender
system. Tis can assist designers and developers of rec-
ommender systems to pay attention to the implementa-
tion of these concepts for successful interventions.
‘Practically, the study proposed personalized support
agent simulator which depict the infuence of each factor
in the reduction of psychological reactance and successful
system intervention. Te personalized support recom-
mender system simulator is based on the support per-
sonalized model. In addition, it further broadens the
understanding of how the mobile recommendation sys-
tem employs the act of personalization and recommen-
dation attributes which serve as core components in
scientifc reasoning for system intervention. Te formal
model of the personalized support agent enable designers
to make predictions and scientifc reasoning for futuristic
scenarios on users’ decision-making’. Tis paper covers
personalization and recommendation attributes of mobile
recommender system while future studies can explore or
redefne these factors and concepts used in this study for
an improved model. Tis can be implemented in an
electronic commerce website to further validate the
model.
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and W. Sałabun, “Methodical aspects of MCDM based
E-commerce recommender system,” Journal of Teoretical
and Applied Electronic Commerce Research, vol. 16, no. 6,
pp. 2192–2229, 2021.

[30] S. K. Addagarla and A. Amalanathan, “Probabilistic unsu-
pervised machine learning approach for a similar image
recommender system for E-commerce,” Symmetry, vol. 12,
no. 11, p. 1783, 2020.

[31] Y. Gu, Z. Ding, S. Wang, and D. Yin, “Hierarchical user
profling for e-commerce recommender systems,” in Pro-
ceedings of the 13th International Conference On Web Search
And Data Mining, pp. 223–231, Houston TX USA, February
2020.

[32] H. Recalde, S. Soria, and D. Vallejo-Huanga, “Internal search
engine and recommender system with natural language
processing in PaaS,” in Proceedings of the 2022 IEEE/ACIS
20th International Conference on Software Engineering Re-
search, Management and Applications (SERA), pp. 63–69,
IEEE, Las Vegas, NV, USA, May 2022.

[33] C. D. Hoyos, J. C. Duque, A. F. Barco, and E. Vareilles, “A
search engine optimization recommender system,” in Pro-
ceedings of the CEUR Workshop Proceedings, pp. 43–47,
Hambourg, Germany, October 2019.

[34] C. I. Chesnevar and A. G. Maguitman, “Arguenet: an ar-
gument-based recommender system for solving web search
queries,” in Proceedings of the 2004 2nd International IEEE
Conference on’Intelligent System s’ (IEEE Cat. No.04EX791),
pp. 282–287, IEEE, Varna, Bulgaria, June 2004.

[35] A. Forestiero and G. Papuzzo, “Recommendation platform
in Internet of Tings leveraging on a self-organizing mul-
tiagent approach,”Neural Computing & Applications, vol. 34,
no. 18, pp. 16049–16060, 2022.

[36] A. Poulose, A. P. Valappil, and J. Sebastian, “Medication
recommender system for healthcare solutions,” Journal of
Information and Optimization Sciences, vol. 43, no. 5,
pp. 1073–1080, 2022.

[37] P. Nagaraj and P. Deepalakshmi, “A framework for
e-healthcare management service using recommender sys-
tem,” Electronic Government, an International Journal,
vol. 16, no. 1/2, pp. 84–100, 2020.

[38] H. Kaur, N. Kumar, and S. Batra, “An efcient multi-party
scheme for privacy preserving collaborative fltering for
healthcare recommender system,” Future Generation Com-
puter Systems, vol. 86, pp. 297–307, 2018.

[39] S. Alomar, M. Alashwan, N. Busbaih, and C. Vizcarra,
“Smart home: household appliance usage recommender and
monitoring system (HARMS),” in Proceeding of the 2022 2nd
International Conference on Computing and Information
Technology (ICCIT), pp. 278–284, IEEE, Tabuk, Saudi Arabia,
January 2022.

[40] T. Jain, S. Pradhan, and S. Mishra, “A smart energy meter-
based home recommender system,” In Advances in Elec-
tronics, Communication and Computing, Springer, Singa-
pore, pp. 203–208, 2021.

10 Applied Computational Intelligence and Soft Computing

https://arxiv.org/abs/2109.05516


[41] A. Sayed, Y. Himeur, A. Alsalemi, F. Bensaali, and A. Amira,
“Intelligent edge-based recommender system for internet of
energy applications,” IEEE Systems Journal, vol. 16, no. 3,
pp. 5001–5010, 2022.

[42] J. Sun and C. Tian, “Design and implementation of stock
recommender system based on time series analysis,” in
Proceedings of the 2021 International Conference on Com-
puter Information Science and Artifcial Intelligence (CISAI),
pp. 436–439, IEEE, Kunming, China, September 2021.

[43] A. Imtiaz, S. Nachiket, K. V. Nishanth, J. Angadi, and
T. C. Pramod, “Agricultural loan recommender system-A
machine learning approach,” in Proceedings of the 2021
International Conference on Innovative Trends in Informa-
tion Technology (ICITIIT), pp. 1–5, IEEE, Kottayam, India,
February 2021.

[44] D. Zibriczky, “Recommender systems meet fnance: a lit-
erature review,” Proc. 2nd Int. Workshop Personalization
Recommender Syst, pp. 1–10, 2016.

[45] B. Anthony Jnr, “A case-based reasoning recommender
system for sustainable smart city development,”AI & Society,
vol. 36, no. 1, pp. 159–183, 2021.

[46] S. R. Rizvi, S. Zehra, and S. Olariu, “Aspire: an agent-oriented
smart parking recommendation system for smart cities,”
IEEE Intelligent Transportation Systems Magazine, vol. 11,
no. 4, pp. 48–61, 2019.

[47] S. Di Martino and S. Rossi, “An architecture for a mobility
recommender system in smart cities,” Procedia Computer
Science, vol. 98, pp. 425–430, 2016.

[48] R. P. Pradana, M. Hariadi, R. F. Rachmadi, and Y.M. Arif, “A
multi-criteria recommender system for NFT based IAP in
RPG game,” in Proceedings of the 2022 International Seminar
on Intelligent Technology and its Applications (ISITIA),
pp. 214–219, IEEE, Surabaya, Indonesia, July 2022.

[49] Y. M. Arif, H. Nurhayati, S. M. S. Nugroho, and M. Hariadi,
“Destinations ratings based multi-criteria recommender
system for Indonesian halal tourism game,” International
Journal of Intelligent Engineering and Systems, vol. 15, no. 1,
pp. 282–294, 2022.

[50] J. Gong, Y. Ye, and K. Stefanidis, “A hybrid recommender
system for steam games,” in Proceedings of the International
Workshop on Information Search, Integration, and Person-
alization, pp. 133–144, Springer, Heraklion, Greece, May
2019.

[51] B. Zhou, B. Suleiman, and W. Yaqub, “Aesthetic-aware
recommender system for online fashion products,” in Pro-
ceedings of the 2021 International Conference on Neural
Information Processing, pp. 292–304, Springer, Sanur, Bali,
Indonesia, December 2021.

[52] J. J. Angel Arul and S. A. Razia, “A review on the literature of
fashion recommender system using deep learning,” Inter-
national Journal of Performability Engineering, vol. 17, no. 8,
p. 695, 2021.

[53] M. Dong, X. Zeng, L. Koehl, and J. Zhang, “An interactive
knowledge-based recommender system for fashion product
design in the big data environment,” Information Sciences,
vol. 540, pp. 469–488, 2020.

[54] M. Sridevi, N. ManikyaArun, M. Sheshikala, and
E. Sudarshan, “Personalized fashion recommender system
with image based neural networks IOP Conference Series:
materials Science and Engineering,” IOP Conference Series:
Materials Science and Engineering, vol. 981, no. 2, Article ID
022073, 2020.

[55] R. A. Hamid, A. S. Albahri, J. K. Alwan et al., “How smart is
e-tourism? A systematic review of smart tourism

recommendation system applying data management,”
Computer Science Review, vol. 39, Article ID 100337, 2021.

[56] K. A. Fararni, F. Nafs, B. Aghoutane, A. Yahyaouy, J. Rif,
and A. Sabri, “Hybrid recommender system for tourism
based on big data and AI: a conceptual framework,” Big Data
Mining and Analytics, vol. 4, no. 1, pp. 47–55, 2021.

[57] M. Figueredo, J. Ribeiro, N. Cacho et al., “From photos to
travel itinerary: a tourism recommender system for smart
tourism destination,” in Proceedings of the 2018 IEEE Fourth
International Conference on Big Data Computing Service and
Applications (BigDataService), pp. 85–92, IEEE, Bamberg,
Germany, March 2018.

[58] T. N. Nguyen and F. Ricci, “A chat-based group recom-
mender system for tourism,” Information Technology &
Tourism, vol. 18, no. 1-4, pp. 5–28, 2018.

[59] T. Silveira, M. Zhang, X. Lin, Y. Liu, and S. Ma, “How good
your recommender system is? A survey on evaluations in
recommendation,” International Journal of Machine
Learning and Cybernetics, vol. 10, no. 5, pp. 813–831, 2019.

[60] F. H. Del Olmo and E. Gaudioso, “Evaluation of recom-
mender systems: a new approach,” Expert Systems with
Applications, vol. 35, no. 3, pp. 790–804, 2008.

[61] R. Verachtert, L. Michiels, and B. Goethals, “Are we for-
getting something? Correctly evaluate a recommender sys-
tem with an optimal training window,” in Proceedings of the
Perspectives on the Evaluation of Recommender Systems
Workshop (PERSPECTIVES) at RecSys22, Seattle, WA, USA,
September 2022.

[62] Z. Fayyaz, M. Ebrahimian, D. Nawara, A. Ibrahim, and
R. Kashef, “Recommendation systems: algorithms, chal-
lenges, metrics, and business opportunities,” Applied Sci-
ences, vol. 10, no. 21, p. 7748, 2020.

[63] A. A. Badewi, R. Eid, and B. Laker, “Determinations of
System Justifcation versus Psychological Reactance Con-
sumer Behaviours in Online Taboo Markets,” Information
Technology & People, vol. 35, no. 8, 2022.
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D. Z. Rodŕıguez, “A knowledge-based recommendation
system that includes sentiment analysis and deep learning,”
IEEE Transactions on Industrial Informatics, vol. 15, no. 4,
pp. 2124–2135, 2019.

[76] M. Workman, “Expert decision support system use, disuse,
and misuse: a study using the theory of planned behavior,”
Computers in Human Behavior, vol. 21, no. 2, pp. 211–231,
2005.

[77] S. Shishehchi, S. Y. Banihashem, and N. A. M. Zin, “A
proposed semantic recommendation system for e-learning: a
rule and ontology based e-learning recommendation sys-
tem,” International Symposium on Information Technology,
vol. 1, pp. 1–5, 2010.

[78] Y. C. Ku and Y. M. Tai, “What happens when recommen-
dation system meets reputation system? Te impact of
recommendation information on purchase intention,” in
Proceedings of the 2013 46th Hawaii International Conference
on System Sciences, pp. 1376–1383, IEEE, Washington DC
USA, January 2013.

[79] I. Mashal, O. Alsaryrah, T. Y. Chung, and F. C. Yuan, “A
multi-criteria analysis for an internet of things application
recommendation system,” Technology in Society, vol. 60,
Article ID 101216, 2020.

[80] G. Jain, M. Wadhwani, S. Lal, and T. Verma, “Expert based
recommendation system using community detection in
online music streaming services,” in Proceedings of the 2021
5th International Conference on Computing Methodologies
and Communication (ICCMC), pp. 1809–1813, IEEE, Erode,
India, April 2021.

[81] C. Musto, A. D. Starke, C. Trattner, A. Rapp, and
G. Semeraro, “Exploring the efects of natural language
justifcations in food recommender systems,” in Proceedings
of the 29th ACM Conference on User Modeling, Adaptation
and Personalization, pp. 147–157, Utrecht Netherlands, June
2021.

[82] S. Sangeetha, G. Sudha Sadasivam, and R. Latha, “Utility-
based diferentially private recommendation system,” Big
Data, vol. 9, no. 3, pp. 203–218, 2021.

[83] R. Amirtha, V. J. Sivakumar, and Y. Hwang, “Infuence of
perceived risk dimensions on e-shopping behavioural in-
tention among women—a family life cycle stage perspective,”
Journal of Teoretical and Applied Electronic Commerce
Research, vol. 16, no. 3, pp. 320–355, 2020.
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