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Sentiment analysis has recently become increasingly important with a massive increase in online content. It is associated with the
analysis of textual data generated by social media that can be easily accessed, obtained, and analyzed. With the emergence of
COVID-19, most published studies related to COVID-19’s conspiracy theories were surveys on the people’s sentiments and
opinions and studied the impact of the pandemic on their lives. Just a few studies utilized sentiment analysis of social media using
a machine learning approach.)ese studies focused more on sentiment analysis of Twitter tweets in the English language and did
not pay more attention to other languages such as Arabic. )is study proposes a machine learning model to analyze the Arabic
tweets from Twitter. In this model, we apply Word2Vec for word embedding which formed the main source of features. Two
pretrained continuous bag-of-words (CBOW) models are investigated, and Näıve Bayes was used as a baseline classifier. Several
single-based and ensemble-based machine learning classifiers have been used with and without SMOTE (synthetic minority
oversampling technique). )e experimental results show that applying word embedding with an ensemble and SMOTE achieved
good improvement on average of F1 score compared to the baseline classifier and other classifiers (single-based and ensemble-
based) without SMOTE.

1. Introduction

With the emergence of the coronavirus (COVID-19) disease
in December 2019 in the Chinese city of Wuhan and the
speed of its outbreak in most countries over the world, much
talk has begun on social media about the causes of the
emergence of the virus, its symptoms, ways to prevent it, and
the efforts made by the developed countries and global
research centers to find out the drug to recover from this
virus.

)e talk about a conspiracy theory about the presence of
COVID-19 and its quickly spread also forms a significant
portion of the daily content of the news and social media.
Social media content forms a public opinion and trends that
may not often depend on the facts but rather on anecdotal

and speculation, wishful thinking, or conspiratorial fantasy
[1].

Since there is no scientific evidence from governmental
sources or the World Health Organization to show the true
reasons for the emergence of the COVID-19 and its out-
break, people turn to other sources such as social media to
obtain information, exchange ideas and experiences, and
discuss various issues related to this disease.

)e media also deals extensively with this disease and
reports on the actions taken by individuals in responding to
the advice and instructions issued by official authorities
related to committing to the ban, staying at home, social
distancing, and a healthy diet.

)us, news and social media have formed sources for
obtaining information about COVID-19, whether it is based
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on the facts and evidence or that misleading information is
based on people’s opinions. What made it more difficult for
fact-checking organizations is the speed and tremendous
amount of information that enters the information eco-
system so that most reputable sites and platforms feed
massive amounts of information quickly and profusely
which contain inaccurate information.

In light of the coronavirus crisis, there are many psy-
chological and economic factors that affect the ability and
willingness of the people to comply with the procedures for
confronting the COVID-19. One of the most potent factors
that may influence individuals’ decision to commit to
preventive measures is the belief in a conspiracy theory
about COVID-19. In the past few months, there have been
many claims that support the conspiracy theory of COVID-
19; for example, the electromagnetic waves transmitted
through the 5G phone masts caused COVID-19, and the
government intentionally induces panic among people by
inflating the disease in news media in order to impose a
constraint on the people to control the population [2, 3].
Another example of conspiracy theory is that many people
believed that COVID-19 had developed in the lab and that
COVID-19 was Bill Gates’ attempt to take over the medical
industry [4]. A national survey in the United Kingdom
found that 50% of the population supported the conspiracy
theory to some extent [5].

Because of people’s belief in conspiracy theory, people
may resort to countermeasures to formal government
measures such as rejection of social distancing and engaging
in risky behavior that spreads the virus [6]. For example,
some people set fire to the 5G phone masts in the United
Kingdom [7].

In the last few years, sentiment analysis used to get
critical information about individuals, groups, and com-
munities’ perceptions. )is new computational approach is
used to analyze textual data in order to classify and interpret
public opinions towards any given issue [8].

Sentiment analysis has recently become closely associ-
ated with the analysis of textual data generated by social
media that can be easily accessed, obtained, and analyzed [9].
)is encouraged analysts to analyze the public’s different
opinions on social, health, political, and other issues. In the
health sector, health institutions have begun to pay close
attention to using the sentiments analysis approaches to
measure people’s opinions on important health issues. With
the emergence of COVID-19, analysts began analyzing
textual data in social media such as Twitter and Facebook to
study the trends and opinions of the public on various topics,
such as people’s opinions about the conspiracy theory
surrounding the emergence and spread of this disease.
Unfortunately, most of the scientific work conducted on this
topic dealt with the sentiment analysis of Twitter tweets in
the English language. To the best of our knowledge, there are
only a few researches conducted using sentiment analysis on
tweets posted in the Arabic language.

)e primary objective of this study is to analyze Arab
people’s attitudes towards COVID-19 conspiracy theories
through sentiment analysis of Twitter data. )is study was
carried out on Twitter tweets using sentiment classification

with different machine learning algorithms for the analysis
and visualization of the opinions regarding the COVID-19-
related conspiracy theories such as COVID-19 made in a
Chinese lab, COVID-19 related to 5G network, and Bill
Gates supported the development of a global surveillance
system by spreading vaccination widely using the COVID-
19 pandemic. Most well-known classifiers are used in this
study, including Support Vector Machine (SVM), MaxEn-
tropy, Decisional Tree Classifier, Bagging, and Random
Forest. In addition, an ensemble classifier was developed by
combining several classifiers into a decision-making system
based on an ensemble. )e developed ensemble classifier
synthesizes a more accurate Arabic sentiment classification
procedure; it investigates the strengths and weaknesses of
word embedding regarding COVID-19-related conspiracy
theories with two pretrained models on our collected im-
balanced dataset. Moreover, we apply SMOTE (Synthetic
Minority Oversampling Technique) technique to the
training data for comparison purposes and performance
enhancement. )e Näıve Bayes algorithm was used as a
baseline. Finally, we explore the performance of combining
classifiers using ensemble learning algorithms to enhance
the accuracy of the model.

)e rest of this paper is organized as follows. Section 2
introduces the related works. )e proposed Arabic Senti-
ment Analyzer (ASA) framework is introduced in Section 3.
)e results and performance evaluation are presented in
Section 4. Finally, conclusions and future works are depicted
in Section 5.

2. Related Work

In the context of the COVID-19 pandemic, conspiracy
theories may reinforce distrust of health authorities and
their recommendations, which could seriously hamper ef-
forts to end the epidemic. In the short term, respecting the
guidelines for containment behavior (for example, hand
washing and social distractions) is critical to reducing the
spread of the epidemic, because developing treatment (in-
cluding vaccine) may take months (WHO, 2020) [10].
However, in the long run, the development and distribution
of a vaccine against COVID-19 may be a necessary step to
end the pandemic. Bavel et al. [4] carried out a survey that
discusses evidence from a selection of research topics rel-
evant to COVID-19 pandemics, including conspiracy the-
ories and other related topics. )ey provide some insights
from the past century of work on related issues in the social
and behavioral sciences. In [11], the review highlighted some
of these challenges and suggests general measures to avoid
information overload and disease in the connected world of
the 21st century. )e article in [12] attempted to understand
the reasons for the widespread interest that COVID-19 has
received. It briefly displayed what is known so far about
SARS CoV2. Next, it explores whether the media has played
a role in the widespread interest and possibly exaggerated
targeting of COVID-19.

Several studies addressed the opinions of the people
regarding COVID-19 conspiracy theories using surveys. In
[5], the study carried out a nonprobability online survey with
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2501 adults in England to estimate the prevalence of con-
spiracy thinking about COVID-19 pandemics and test as-
sociations with minimizing compliance to government
guidelines. Results of this study showed that nearly 50% of
this population showed little evidence of conspiracy
thinking, 25% showed a degree of support, 15% showed a
consistent pattern of support, and 10% had very high levels
of support. )erefore, there is concrete support for con-
spiracy beliefs about coronaviruses in England. Conspiracy
beliefs are associated with other forms of distrust and are
associated with less compliance with government guidelines
and an increased unwillingness to take tests and future
treatment. In the same context, in another study [13], the
authors proposed and tested a mediation model in which
there is a rejection of COVID-19 conspiracy theories. )e
model mediates the relationship between analytic thinking
and compliance with mandated social-distancing measures.
)e participants of this study consisted of an online, na-
tionally representative sample of adults from the United
Kingdom (N� 520, age M� 45.85 years). Exploratory factor
analysis indicated that both of the new procedures were
mono with sufficient internal consistency. )e reciprocal
relationships between the scores in all three measures were
significant and positive. Mediation analysis indicated that
analytic thinking and the rejection of conspiracy theories
COVID-19, respectively, were significantly and directly
related to compliance and that the median association was
also important.

Bertin et al. in [14] conducted two cross-sectional studies
to examine the relationships between COVID-19 conspiracy
beliefs, vaccine attitudes, and the intention to vaccinate
against COVID-19 when the vaccine becomes available. In
an exploratory study 1 (N� 409), the two subdimensions of
conspiracy theories COVID-19 were strong predictors of a
negative attitude toward vaccine science. )e results were
repeated and expanded in a prerecorded study 2 (N� 396).
Moreover, they found that the conspiracy beliefs of COVID-
19 (among them the conspiracy beliefs about chloroquine),
as well as the conspiracy mindset (i.e., willingness to believe
in conspiracy theories), negatively predicted the intentions
of those involved in vaccination against COVID-19 in the
future.)e study noticed an incredibly high level of COVID-
19 vaccination frequency. In addition, pandemic effects and
possible responses were discussed on the basis of the existing
literature.

)e study in [15] examined the cultural and psycho-
logical factors associated with intentions to reduce the
prevalence of COVID-19. Seven hundred and twenty-four
participants were recruited for this relational study. Par-
ticipants completed (n� 704) individual group metrics,
belief in conspiracy theories about COVID-19, feelings of
impotence, and intentions to engage in behaviors that re-
duce the prevalence of COVID-19. )e results showed that
vertical individuality negatively predicted the intentions of
engaging in social divergence, directly and indirectly
through belief in conspiracy theories COVID-19. )e ver-
tical community positively predicted social intentions di-
rectly. )e horizontal group positively predicted social
intentions indirectly through a sense of helplessness.

Moreover, the horizontal group positively predicted hygiene
intentions, either directly or indirectly through a reduced
sense of powerlessness. )ese results suggest that collective
enhancement may be a way to increase participation in
efforts to reduce the prevalence of COVID-19.

)e study in [16] aimed to ascertain the prevalence of
conspiracy beliefs circulating in Cyprus and Greece via social
media. )e questionnaire was designed based on assessing
their psychological pressures related to COVID-19, evalu-
ating their confidence in science to solve COVID-19
problems, and assessing their willingness to adhere to
measures regarding social exclusion and quarantine. )e
results estimated from one thousand and one (N� 1001)
individuals adult showed that conspiracy theories are widely
believed even among highly educated individuals. Chen et al.
[17] provided the first evidence of conspiracy theory belief
that COVID-19 was developed intentionally in a lab. )is
study conducted a survey of 252 healthcare staff in Ecuador
for many factors including anxiety, distress, job satisfaction,
and life satisfaction of healthcare staff. )e study’s result
showed that 32.54% of health care staff suffered from distress
disorder, and 28.17% had an anxiety disorder. Compared to
other health care staff who were not sure about the source of
the virus, those who believed the virus had been inten-
tionally developed in a laboratory reported higher levels of
anxiety and lower levels of job satisfaction and life satis-
faction. Older healthcare workers and those who exercise are
more comfortable with the job.

In the literature, many researchers analyze sentiment on
social media, which helps user behaviors and situations in
relation to a specific topic or condition around the world.
)ese studies are based on sentiment analysis for posts on
social media platforms. )e authors in [18] have used dif-
ferent machine learning approaches to test carefully tweets
extracted from Twitter regarding the COVID-19 outbreak.
)e various machine learning classifiers, such as Naı̈ve
Bayes, support vector machine (SVM), decision tree,
MaxEntroPy, LogitBoost, and random forests, classified
tweets as positive, negative, and neutral. )e LogitBoost
ensemble classifier is the most remarkable accuracy com-
pared to other classifiers.

Shahsavari et al. [1] have estimated narrative framework
discovery that described the underlying structure of
COVID-19-related conspiracy theories in the social media
corpus (4Chan, Reddit) and news reports corpus (GDELT).
)is framework analyzed the interplay between the two
corpora using automated machine learning methods. )e
results of the social media analysis show that the conver-
sations concentrate on the four COVID-19-related con-
spiracy theories: COVID-19 was made in a Chinese lab,
COVID-19 was related to 5G network, COVID-19 is not
more dangerous than mild flu, and Bill Gates supported the
development of a global surveillance system by spreading
vaccination widely using the COVID-19 pandemic. )e
Näıve Bayes machine learning model was used by Alhajji
et al. [19] to perform Twitter postanalyses of Arabic feeling.
It collected and analyzed the tweets containing Hashtags for
seven government-imposed public health measures. In the
same context, authors in [20] carried out sentiment analysis
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using the Näıve Bayes algorithm through Twitter data. )ey
measured customer opinions and perceptions using this
model.

Ahmed et al. [21] analyzed the content of Twitter data
and web resources in the United Kingdom to about the
motives for the 5G COVID-19 conspiracy theory and
strategies to deal with misinformation. )is study analyzed
users by social network graph clusters. In this cluster, the
degree of centralization points represents the size of the
nodes, and the graph headers are grouped by cluster using
the Clauset-Newman-Moore algorithm. )e analysis results
show that, from 233 tweets, 34.8% contained opinions that
COVID-19 and 5G were related, 32.2% disapproved con-
spiracy theory, and 33.0% did not express any personal
opinions. Pulido Rodŕıguez et al. [22] compared Twitter’s
tweets and Weibo posts regarding coronavirus containing
either real scientific information or misinformation. )e
messages have been carried out through Python program-
ming language from all social media classified and com-
pared. )e results of this study show that false news is
published on Twitter more than on Sina Weibo, and at the
same time, real scientific information is published on Twitter
more than Weibo but less than misinformation.

)e authors in [23] designed a dashboard based on
Twitter’s news to trackmisinformation.)e dashboard scans
the social media discussions about the COVID-19 pandemic
frequently and the shared information updated over time. In
addition, it provided an analysis of public sentiments about
intervention policies using lexical sentiment extraction, and
it tracked topics, ratings, and feelings emerging across
countries. )e dashboard maintains a sophisticated list of
misleading information chains, feelings, and trends
emerging over time; it classified tweets as positive, negative,
and neutral based on a large German data set.

Boberg et al. [24] analyzed the actual basics of such fears
in alternative news media’s on Facebook during the early
Corona pandemic.)is study used an unsupervised learning
algorithm such as latent Dirichlet allocation (LDA) that can
discover latent topics inductively based on patterns of terms
occurring together. )e access, interactions, actors, and
topics were examined messages, as well as the use of mis-
information and conspiracy theories. )e analysis revealed
that alternative news media remain valid for the types of

messages. Alam et al. [25] designed and released a dataset for
the research community through social media to analyze the
misinformation about the COVID-19 pandemic. )e col-
lected dataset covers English and Arabic languages. )is
study provided a detailed analysis of the annotations,
reporting the label distribution for different questions, as
well as the correlation between different questions, along
with other statistics. To explore Arab views against the
closure, Mohsen et al. [26] proposed an ML model in which
they investigated various classifiers, data balancing, and
feature extraction techniques. In addition, Al-Sorori et al.
[27] applied a machine learning (ML) model to analyze and
categorize the tweets related to fear and anxiety regarding
the COVID-19 outbreak.

Looking closer to what has been so far presented in the
previous studies, we find that most studies were published
since COVID-19-related conspiracy theories to understand
the public sentiments and opinions and study the impact of
the pandemic on their lives, thus enabling decision-makers
to adopt the appropriate strategies and preventing measures
to respond to the COVID-19 pandemic in case of conspiracy
theories. Most studies use the Twitter and Facebook plat-
forms to analyze posts written in the English language. With
regard to Arabic language, there is a lack of studies that
addressed this issue and this study attempts to fill this gap.
Moreover, in case of COVID-19-related conspiracy theories,
most studies did not include the sentiment analysis model
based on classifier ensemble.

A description of the proposed model that is considered
in this study is presented in the next section.

3. Proposed Arabic Sentiment Analyzer
(ASA) Model

)e proposed model has several phases, including data
collection, preprocessing techniques, feature extraction, and
model generation, as shown in Figure 1.

3.1. Data Collection. )e tweets are generated with the
Tweepy API using tracking-related keywords as shown in
the following.

We selected the most effective and perfect keywords
connected to our targets (label) which are as displayed
above. )e collection process was inspired by the pre-
screening process used in the systematic literature review
such as [28]. It is a collective process. First, there are 1824
tweets used to build the corpus1 as shown in Figure 2. )e

tweets were collected using streaming Tweepy API and a list
of Hashtags related to conspiracy theories. )en, we remove
the duplicated tweets, retweets, and filter the non-Arabic
tweets to build the filtered dataset with a size of 953 tweets.
Moreover, we add other new tweets with a size of 1829 to
build corpus2. )en, we remove the duplicated tweets and
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Figure 1: )e proposed ASA model.

STEP 1
Collecting the tweets to build the corpus

Using Streaming Tweepy API
Using a list of Hashtags related to conspiracy 
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Cleaning the data

Removing duplicated tweets
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Removing re-tweets

STEP 5
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Figure 2: )e conspiracy dataset derived from the corpus.
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retweets and filter the non-Arabic tweets to build the filtered
dataset with a size of 575 tweets. After that, we combine the
filtered dataset of two corpora with a size of 1528 tweets.
Finally, the data is classified into binary classes, including
positive for tweets supporting a conspiracy and negative for
those not supporting a conspiracy.

3.2. Preprocessing Step. )e preprocessing is a required step
in order to remove the unwanted special and Latin char-
acters. Different techniques were conducted for further
analysis as described as follows.

(1) Removing noise from Arabic data: several steps have
been conducted in order to remove the noisy
complexity of collected data, including removing the
punctuations, Arabic diacritics, Numbers, emotions,
and no letters from the word.

(2) Normalization: there were several rules applied to
normalize the text. For example, each Alif with
different forms such as ( آ,إ,أ ) is replaced with a bare
Alif character ”.ا“ Besides, the characters repeated
with more than two frequencies and Tatweel “_”
were removed.

(3) Tokenization: the tokenization procedure tokened
the cleaned text into words in order to filter out
unnecessary tokens. )e tokenization step is vital
before transforming to vectors that are used as input
for classifiers.

(4) Streaming: an Arabic light streamer used to remove
prefixes and suffixes resulting in reducing the di-
mensionality of the text data.

(5) Remove stop words: stop words are a set of com-
monly used words in a natural language occurring
frequently and carry less meaning. )e natural
languages toolkit (NLTK) library has an extensive list
of Arabic stop words. )e Arabic stop words are
integrated and stored in a file. )ese stop words
would take up space in our dataset and valuable
processing time; therefore, they were removed.

3.3. Word Embedding. )e function of word embedding is
to map closely the words that have a similar meaning or
common contexts in the space using word vectors. It
efficiently computes word vector representation in the
high dimensionality of vector space. )e most two
common methods used for producing word embedding in
NLP are Word2Vec and Global Vectors. )e Word2Vec
uses a combination of two neural network architectures,
including continuous bag-of-words (CBOW) and skip-
gram.

Word2Vec effectively computes representations of the
word vector in high-dimensional vector space. Word vectors
are located in the vector space where terms that have similar
semantics and share common contexts are represented in
space close to each other. Besides syntactic information, the
similarity of word representations extracts semantic features
[29].

In the Global Vectors for Word Representation or
GloVe, the calculation is an augmentation to the
Word2Vec strategy for effectively learning word vectors,
created by Pennington et al. [29] at Stanford. Classical
vector space model portrayals of words were produced
utilizing matrix factorization strategies, for example,
Latent Semantic Analysis (LSA), which complete a great
job of utilizing global text statistics, yet they are not in the
same class as the educated techniques like Word2Vec at
catching importance and exhibiting it on undertakings
like figuring analogies.

Practically, both methods are used extensively in the
literature, one of which works better on some data sets than
the other and vice versa. )ey both do very well at capturing
the semantics of analogy, and therefore, we selected
Word2Vec in this study for word embedding.

3.4. SMOTENC. We integrated SMOTENC (synthetic mi-
nority oversampling technique for nominal and continuous)
on the training data to balance an imbalanced dataset.
SMOTENC method uses SMOTE technique by synthesizing
new minority samples. )e categories of newly generated
samples are determined by selecting the most frequent
category of the nearest neighbors.

3.5. Model Generation. In this section, a brief description of
the suitable classification model for enhancing the process of
building a model is presented.

3.5.1. Naı̈ve Bayes (NB). Näıve Bayes (NB) classifier is a
probabilistic classifier that uses the properties of Bayes
theorem assuming the strong independence between the
features. One of the advantages of this classifier is that it
requires a small amount of training data to calculate the
parameters for prediction. Instead of calculating the com-
plete covariance matrix, only the variance of the feature is
computed due to feature independence. )is classifier is
widely used as a baseline classifier [30]. In this paper, we
selected Näıve Bayes as baseline (BNB).

3.5.2. Support Vector Machine (SVM). SVM is a machine
learning classification technique that uses a function called
kernel to map a space of data points in which the data is not
linearly separable onto a new space, with allowances for
erroneous classification. It has been successfully utilized on
Arabic sentiments analysis [31, 32].

3.5.3. Logistic Regression (LR). )e logistic regression
classifier (LR) calculates the conditional probability distri-
bution of a class relied on the dataset. It supposes no former
knowledge.)e ratio of the training dataset puts a constraint
on the conditional distribution, thus forcing the classifier to
find the ME distribution that is consistent with the con-
straint [33]. Since the classification is binary and our dataset
is small in size, LRCV is utilized with a solver (liblinear) to
discover the weights of the parameter to minimize a cost
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function. In this paper, the experiments are conducted using
10-fold cross-validation.

3.5.4. Stochastic Gradient Descent (SGD). Stochastic gradi-
ent descent (SGD) is an optimization technique for con-
verging on a problem solution by choosing an arbitrary
solution. It measures the goodness of fit under a loss
function and iteratively takes steps in the direction that
minimizes loss. According to [28], this classifier has some
advantages such as efficiency and ease of implementation.
)us, it is applied in this paper.

3.5.5. Random Forest (RF). Random forest is a type of su-
pervised machine learning algorithm based on ensemble
learning. It combines multiple decision trees and then
produces a forest of trees, hence the name “random forest.”
)e random forest algorithm can be used for both regression
and classification tasks.

3.5.6. Voting. A voting classifier is an ensemble classification
method that has the advantage of combining the predictions
by majority voting from multiple machine learning algo-
rithms. It exploits the features of each algorithm [34]. Several
combinations of single classification methods are used with
the majority vote in this paper. )e voting classifier com-
bined RF, SGD, SVM, BNB, and LR.

4. Experiments and Results

Once the data were labeledmanually, the data showed highly
imbalance where the clear majority class is positive, while the
minority of class is negative. )e related tweets (Twitter
posts) were crawled with the Tweepy API. Simultaneous
streams were collected to build the dataset. )e data were
annotated on one level, which is the document level in
binary classes, including positive and negative. Two spe-
cialists in the Arabic language have annotated the data. For
preprocessing, we removed all URLs, emails, and newlines,
as they are not informative for language or textual analysis.
After labeling the generated tweets, the label values (i.e.,
positive and negative) were not balanced after data collec-
tion. To solve this problem, we integrated SMOTENC
(synthetic minority oversampling technique for nominal
and continuous) on the training data to balance an im-
balanced dataset. )e positive class and negative class are
636 and 363 tweets, respectively, as shown in Table 1. )en,
the dataset was divided into two datasets: one, which forms
90% used as a training set, while the other, which forms 10%
used as a test set. In addition, the type of cross-validation
used is 10-fold cross-validation.

We used different evaluation metrics including accuracy,
precision, recall, and F1 score. )e metrics are defined as
follows.

Accuracy(Acc) �
TP + TN

TP + TN + FP + FN
,

precision(Pr.) �
TP

TP + FP
,

recall(Re.) �
TP

TP + FN
,

F1 − score �
2∗Re.∗ Pr.
Re.∗Pr.

,

(1)

where TP, FP, TN, and FN denote true positive, false
positive, true negative, and false positive, respectively.
SMOTENC was employed on the imbalanced training set to
evaluate the computational models utilizing synthesized
samples. It is implemented in Python by an imbalanced-
learn toolbox.

Two types of classification methods were investigated
and evaluated. )e first type is a single-based classifier,
which includes SVM, LSVM, LR, SGD, and BNB.)e second
type is an ensemble-based classifier [35], which includes
several combinations of classifiers with hard voting which
considers the majority vote. We investigated several
resampling techniques in our proposed model. According to
the results of applying each technique, we selected the best
one to be used in our model. We used RF and voting. )e
ensemble combination of a single classifier is shown in
Table 2.

In our study, two pretrained CBOW models were in-
vestigated. )e first model is cc.ar.300 which was built by
[36]. )is model is character n-grams of length 5 and di-
mension of 300 with a learned embedding size of 2,000,000
vocabularies. )e second model is Arabic.news with a
learned embedding size of around 159,178 vocabularies.

)ere are several models of sentiment analysis based on
genetic algorithms and deep learning techniques such as
[9, 37], but not toward COVID-19-related conspiracy the-
ories and not conducted on sentiment analysis on the Arabic
language. Most studies use the Twitter and Facebook plat-
forms to analyze posts written in the English language. With
regard to the Arabic language, there is a lack of studies that
addressed this issue, and this study attempts to fill this gap.
Moreover, in the case of COVID-19-related conspiracy
theories, most studies do not include the sentiment analysis
model based on classifier ensemble. Furthermore, our model
was built on ensemble machine learning methods, not on
deep leering. Besides, to the best of our knowledge, there are
no previous studies conducted in sentiment analysis on the
Arabic language.

Table 1: )e conspiracy dataset distribution.

Dataset Testing Training Total
Positive 66 597 663
Negative 36 327 363
Total 102 924 1026
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)e classification experiments were conducted using
several methods which form either single-based or en-
semble-based classifiers. We used SVM, LSVM, SGD, LRCV,
and BNB for single-based classifiers while for ensemble-
based classifiers, we used RF and voting. With regard to
voting-based ensemble classifiers, several combinations of
single-based classifiers were evaluated.)e first combination
included LRCV, RF, and BNB with soft and hard voting.)e
second combination included three single-based classifiers,
namely, LRCV, RF, and SGD with hard and soft voting
(voting3 and voting4). )e third combination included RF,
SVM, and SGD with hard voting (voting5). )e last com-
bination included LRCV, SGD, and SVM with hard voting
too (voting6).

)e results obtained using single-based and ensemble-
based classifiers and two pretrained models with and
without applying SMOTENC are shown in Table 3. Four
evaluated measures were used: accuracy (Acc), precision
(Pr.), recall (Re.), and F1 score (F1). For the purpose of
performance comparison between the different classifiers,
the F1 score was considered for two reasons: first, the
dataset is imbalanced. Second, F1 is a more informative
score because it considers both precision and recall
measures.

)e baseline considered in this study is the performance
of BNB without applying SMOTENC. To evaluate our
model, two pretrained models (i.e., ArabNews model and
CC.AR.300 model) with and without SMOTENC are ap-
plied. )e highest F1 score obtained for baseline using the
CC.AR.300 model without SMOTENC is 70.87%.

Most single-based classifiers were affected positively in
terms of F1 score after applying SMOTENC with both

pretrained models, except SGDC and BNB. )e highest
results are that obtained with the CC.AR.300 model for SVM
(93.48%), RF (89.63%), LR (89.59%), and LSVM (84.61%).
For the ArabNews model, the highest results in terms of F1
score are those obtained for SVM (92.40%).

For ensemble-based classifiers, it can be generally no-
ticed that the performance of classifiers with the CC.Ar.300
model is better than that achieved by classifiers with the
ArabNews model. For ensemble-based classifiers with
cc.AR.300 model, it can be noticed that most of the com-
binations have improved significantly after applying
SMOTENC in terms of F1 score, except the ensemble-based
classifiers with voting1 (LR, RF, BNB soft) and voting2 (LR,
RF, BNB hard). )e best result (91.94%) in terms of F1 score
is that obtained for voting5 (RF, SVM, SGD hard) followed
by (90.94%) obtained for voting6 (CV, SGD, SVM hard). On
the other hand, it can be noticed also that most combina-
tions of ensemble-based classifiers with the ArabNews
model after applying SMOTENC have experienced signifi-
cant improvement in terms of F1 score, except voting2 (LR,
RF, BNB hard). )e highest results were also those obtained
for voting5 (89.24%) and voting6 (88.95%). For all sets of
combinations with both models cc.AR.300 and ArabNews, it
is clear that voting2 which includes LR, RF, and BNB did not
achieve any significant improvement and this is maybe
attributed to BNB which has the worst performance.

Figure 3 shows the average F1 score for single-based and
ensemble-based classifiers with and without SMOTENC
using the two pretrained models.

From Figure 3, it can clearly be noticed that the per-
formance of ensemble-based classifiers with imbalanced
datasets (i.e., without SMOTENC) is more robust than

Table 3: )e results of the ensemble-based and single-based classifiers using two pretrained models with and without SMOTENC.

Model CC.AR.300 Model Arabic.news
Without SMOTENC With SMOTENC Without SMOTENC With SMOTENC

Acc F1 Pr. Re. Acc F1 Pr. Re. Acc F1 Pr. Re. Acc F1 Pr. Re.
RF 78.07 84.48 79.73 90.19 94.54 89.63 98.14 83.16 79.44 84.79 80.07 87.92 94.82 88.77 97.42 84.39
SGDC 71.26 79.26 76.28 79.68 88.84 77.20 92.65 66.56 71.07 80.57 75.35 86.57 88.52 76.73 90.30 68.40
Linear SVC 72.81 79.56 76.49 82.06 92.27 84.61 96.16 78.02 72.13 78.97 76.68 81.15 92.18 83.46 91.68 79.22
Nu SVC 75.04 79.59 80.97 77.22 96.58 93.48 97.81 90.26 69.76 75.42 77.54 72.69 96.34 92.40 96.35 89.63
LR 71.83 77.79 76.37 77.68 94.68 89.59 96.86 86.76 72.42 78.48 75.12 78.88 94.32 88.27 92.37 86.34
Bernoulli NB 64.73 70.87 76.84 66.36 80.87 65.19 70.04 62.63 63.75 69.35 76.76 63.79 80.57 66.74 63.64 71.65
Voting 1 71.45 77.63 79.17 76.77 86.07 72.53 84.29 65.73 68.62 74.58 78.44 72.08 87.76 75.48 83.70 70.69
Voting 2 74.28 82.20 73.72 91.55 86.56 69.73 95.60 56.80 76.81 83.75 76.10 92.30 90.78 78.68 94.17 67.38
Voting 3 74.75 80.47 77.35 81.45 94.67 89.18 98.09 84.98 74.37 80.09 76.33 81.30 94.32 87.83 93.15 83.48
Voting 4 74.96 82.10 76.41 84.32 94.42 89.26 99.09 84.57 76.13 81.77 75.66 85.68 94.19 87.48 93.86 83.96
Voting 5 78.17 83.40 81.80 86.73 95.56 91.22 99.09 86.74 77.19 83.43 81.15 84.31 95.20 89.24 96.20 84.42
Voting 6 73.10 79.13 77.76 80.40 95.18 90.94 97.33 87.61 73.88 79.76 76.73 83.20 94.83 88.95 93.64 86.82

Table 2: An ensemble combination of single classifier.

Combination Representative
LR, RF, BNB soft Voting 1
LR, RF, BNB hard Voting 2
LR, RF, SGD soft Voting 3
LR, RF, SGD hard Voting 4
RF, SVM, SGD hard Voting 5
CV, SGD, SVM hard Voting 6
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single-based classifiers with both models. )e average F1
score is 80.82% for ensemble-based classifiers and 80.56% for
single-based classifiers with cc.ar.300, while it is 78.59% and
77.93% for single-based classifiers with both models. On the
other hand, the overall average of F1 score of ensem-
ble-based classifiers is also more robust than single-based
classifiers with balanced datasets (i.e., with SMOTENC) with
both models cc.ar.300 (83.81%) and Arabic.news (84.61%).

5. Conclusion

Most studies use the Twitter and Facebook platforms to
analyze posts written in the English language. With regard to
the Arabic language, there is a lack of studies that addressed
this issue and this study attempted to fill this gap. In the case
of COVID-19-related conspiracy theories, the proposed
sentiment analysis model was built on ensemble machine
learning methods. )is study presents a model for Arabic
sentiment analysis toward the COVID-19 conspiracy. )e
study relied on Arabic reviews collected from Twitter’s tweets.

A popular and widely used learning approach Word2-
Vec is applied for word embedding which formed the main
source of features. Two pretrained CBOW models are in-
vestigated.Moreover, the SMOTENC technique is utilized to
address the problem of the imbalanced dataset by over-
sampling the minority class by adding synthetic samples.
Several machine learning methods (single-based and en-
semble-based) are used to evaluate the effectiveness of ap-
plying SMOTENC to word embedding features. Ensemble
learning method, voting, is applied to increase the perfor-
mance of single-based classifiers.

)e experimental results show that applying SMOTENC
significantly improves the performance of both types of
classifiers (single and ensemble) with both pretrained
models. As future work, further experiments can be con-
ducted using other ensemble learning methods such as
bagging, boosting, and stacking to evaluate the performance
on other datasets and types of features.
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