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Gestational diabetes is a type of high blood sugar that develops during pregnancy. It can occur at any stage of pregnancy and cause
problems for both the mother and the baby, during and after birth. �e risks can be reduced if they are early detected and
managed, especially in areas where only periodic tests of pregnant women are available. Intelligent systems designed by machine
learning algorithms are remodelling all �elds of our lives, including the healthcare system. �is study proposes a combined
prediction model to diagnose gestational diabetes. �e dataset was obtained from the Kurdistan region laboratories, which
collected information from pregnant women with and without diabetes. �e suggested model uses the clustering KMeans
technique for data reduction and the elbowmethod to �nd the optimal k value and theMahalanobis distance method to �ndmore
related cluster to new samples, and the classi�cationmethods such as decision tree, random forest, SVM, KNN, logistic regression,
and Naı̈ve Bayes are used for prediction. �e results showed that using a mix of KMeans clustering, elbow method, Mahalanobis
distance, and ensemble technique signi�cantly improves prediction accuracy.

1. Introduction

According to the World Health Organization (WHO), over
1.5 million people die yearly from diabetes. Gestational
diabetes is one of the most prevalent pregnancy complica-
tions, a�ecting approximately one in six babies worldwide
[1]. According to the International Diabetes Federation,
gestational diabetes mellitus (GDM) is a severe and
underrecognized danger to mother and infant health. Many
women with gestational diabetes will experience compli-
cations during their pregnancies, including high blood
pressure and birth weights.Within �ve to ten years following
childbirth, around 50% of women with a history of GDM
develop type 2 diabetes. [2]. GDM is a prevalent metabolic
illness that is typically a temporary pregnancy disorder.
Women with gestational diabetes mellitus are at an in-
creased risk for poor pregnancy outcomes that compromise
a normal birth [3]. All international healthcare organizations

urge that women should be evaluated for hyperglycemia risk
at the initial prenatal exam, as this allows for early detection
of the condition. Women with diabetes in pregnancy or
GDM must carefully maintain and monitor their blood
glucose levels with the assistance of their healthcare pro-
fessionals to avoid the risk of bad pregnancy outcomes.
Unfortunately, there are only periodic tests available for
pregnant women in the Kurdistan region of Iraq, and the
necessary attention has not been paid to this issue. Many
previous papers have worked on data from other regions.
�is encouraged us to collect data in this area, and we were
able to obtain diabetes tests from 1012 pregnant women. Of
these, 217 tests were su�ering from GDM, which is not a
good result. �e collected data’s characteristics, which in-
clude age, weight, height, number of pregnancies, heredity,
and diabetes tests, reveal when and under what conditions
pregnant women are more likely to develop gestational
diabetes.
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&is study will attempt to create a model that employs
techniques for machine learning to examine both new and
old cases of diabetes and diagnose new problems. Both the
patients and hospital management will benefit from this.&e
proposed model employs the clustering KMeans technique
for data reduction, the elbow method for determining the
optimal k value, the Mahalanobis distance method for
identifying the cluster most closely related to new samples,
and the classification methods of decision tree, random
forest, SVM, KNN, logistic regression, and Naive Bayes for
prediction. Classification algorithms used the ensemble max
voting approach to get the optimal outcome. In this strategy,
predictions are created for each data point using classifi-
cation models, and the ensemble method makes the final
decision based on all the mentioned classification methods.
Each data test goes through the ensemble operation. Using a
combination of KMeans clustering, elbow technique,
Mahalanobis distance, and ensemble technique considerably
enhances prediction accuracy, as seen in the results. &e
remains of this study are structured as follows. Section 2
explains several studies of related work. Section 3 describes
the methodology of the proposed model and some discus-
sion of the results. Finally, Section 4 expresses the conclusion
and what we want to do in future work.

2. Literature Review

&is section briefly discusses several works on intelligent
systems and machine learning methods for modelling and
predicting different types of diabetes diagnoses. Table 1 il-
lustrates the summaries and differences between the related
works.

For diabetes prediction, Al-Zebari and Sengur [4] an-
alyzed and compared the outcomes of different machine
learning strategies. In this study, the MATLAB classification
learner tool was utilized, and several machine learning
techniques such as decision trees, support vector machines,
K-nearest neighbor, and logistic regression were utilized.
When it comes to performancemeasurements, the outcomes
are judged according to how accurately they are classified.

Rising blood plasma sugar levels cause diabetes.
According to [5], various intelligent systems used classifiers
to predict diabetes using machine learning methods such as
decision tree, SVM, Naive Bayes, and ANN. &is study
suggests a decision assistance system that incorporates
AdaBoost and the decision stump. AdaBoost uses SVM, NB,
and DT as basis classifiers to assess correctness. AdaBoost is
more accurate than support vector, with a decision stump as
the basic classifier. &is research proposes a diabetes pre-
diction system that leverages a decision stump in AdaBoost.
&e study employs a 768-instance, 9-attribute global training
dataset from UCI’s machine learning repository.&ey utilize
the Kerala data for validation. &e AdaBoost decision stump
(DS) classifier can predict diabetes with an accuracy of
80.729% and a 19.27% error rate. &e accuracy of the de-
cision support system might be enhanced by adding other
powerful classifiers, such as artificial neural network and
K-nearest neighbor, or by combining several classifiers using
local datasets from different states.

In another way [6], the different machine learning
methods for predicting gestational diabetes for pregnant
women were displayed using the PIMA Indian dataset. To
make it more accurate, the author cleans the data at first.&e
accuracies of all methods were compared using receiver
operating characteristic (ROC) and area under the curve
(AUC) scores. &e result of the confusion matrix of algo-
rithms was illustrated to determine the efficacy and errors of
the models. &is research proves that the accuracy of the
machine learning algorithms may be improved by adjusting
their parameters. In this study, the researcher used the
ensemble method, which is a combination of several ma-
chine learning methods. As shown in the result, the accuracy
of the techniques used in ensemble learning used XGBoost
had the best accuracy and result of 77.5%.

Alehegn et al. [7] analyzed 768 samples of data from the
(PIDD) Pima Indian Diabetes dataset by using predictive al-
gorithms such as K-nearest neighbor, Naive Bayes, random
forest, and J48 to create an ensemble learning by merging
particular machine learning techniques within one to enhance
the accuracy of the suggested system’s performance. Re-
searchers used different data mining methods and machine
learning algorithms to examine different medical datasets.&is
showed that machine learning methods work differently with
different sets of data and talked about how the single algorithm
was less accurate than the ensemble algorithm. &e authors
discussed that, inmost studies, the accuracy of the decision tree
was high. In their research, they use tools to predict diabetes
datasets and a hybrid system made up of Weka and Java.

From another perspective [8], the study aimed to es-
timate a patient’s diabetes risk more precisely. A model
construction uses classification techniques such as decision
tree, ANN, Naive Bayes, and SVM.&e decision tree, Naive
Bayes, ANN, and SVMmodels all have an accuracy of 74%.
Results show the procedures accuracy. After receiving the
input dataset, the authors’ recommended model would
forecast the data using ML algorithms and offer a com-
parison to estimate the greatest accuracy for treating di-
abetes. Support vector machines are great when they do not
know the data. SVMs do well when they do not know the
data. SVM works effectively with semi-structured and
unstructured data, including text, pictures, and trees. Some
parameters must be set to get the best classification results
using SVM. &e algorithm needs this. &e decision tree is
easy to understand and implement. Instability in the de-
cision tree may be discovered by making minor changes to
the optimal decision trees data structure. &ey are often
somewhat off. Naive Bayes skips probability estimate
calculation for missing values. It is suitable for huge
datasets. Expanding training datasets increases bias. An
ANN is accurate and easy to use. Processing detailed data is
difficult and time-consuming.

In the other way [9], the Mahalanobis distance metric is
employed by the authors as a restricted optimization problem
with the ratio of distances as the goal function. To overcome
this issue, an optimization technique is suggested. A lower
limit and an upper bound, including the optimal, are com-
puted directly and then utilized to provide the beginning
value for iterations. Experiments indicate that their solution is
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an excellent performance distance metric with a limited
number of paired constraints. In this study, techniques based
on Mahalanobis distance and its effects in different areas of
chemometrics, such as multivariate calibration, pattern rec-
ognition, and process control, were explained and talked
about. And they discussed how the Mahalanobis distance was
different from the Euclidean distance.

Zhang et al. [2] measured the risk of bias in the machine
learning models with the new prediction model risk of bias
assessment tool. &e meta-analysis and findings of heteroge-
neity were done with the help of the Meta Disc software. &ey
also did sensitivity analyses, meta-regressions, and subgroup
analyses to reduce the effect of heterogeneity. Twenty five
studies withmore than 18 years old womenwho had no history
of serious illness were looked at. &e pooled area under the
receiver operating characteristic curve for machine learning
models predicted gestational diabetes was 84%, the recall was
69%, and the precision was 75%. Logistic regression, one of the
most commonly used ML methods, had an overall proportion
of 81%. In contrast, nonlogistic regression models did better,
with an overall pooled of 88%. Also, the age of the pregnant
women, a history of diabetes in the family which is called
heredity, body mass index (BMI), and fasting blood glucose
were the four most common features used to build models
using the different feature selection methods.

We compare KNN, GA, SVM, DT, and LSTM algorithms
with recent applications [10]. &ese machine learning
methods have several uses. &is study discusses the novel
applications created using them. An in-depth overview of
algorithms and related topics is given, from their origins to
inventive uses. &is study explains when and how algorithms
are utilized for real-time forecasting and other applications.
&is study discusses how to apply these algorithms and their
results and performance in new and novel research. &eir
findings are described using quantitative and qualitative
criteria. After much investigation and study, they reached
some crucial conclusions about the LSTM network.&e SVM
algorithm provides one of the most satisfactory predictive
analytical outcomes in real-time applications such as medical,
bank fraud, facial recognition, student performance predic-
tion, and energy consumption prediction. Deep learning with
feedback is one of the greatest LSTM algorithms. It re-
members key information, allowing for accurate predictions.
&e study’s results illustrate how heavily machine learning
and AI will be employed in the future. Machine learning and
AI are projected to help people accomplish their jobs or
replace them, unleashing a wave of automation.

&ey have created a diabetes prediction model using
decision tree categorization. &e data include diabetic and
non-diabetic women [11]. Twenty or older, number of

Table 1: Summarizes and differences of the related works.

No Title Reference Advantages Outcomes

1
“Performance Comparison of

Machine Learning Techniques on
Diabetes Disease Detection”

[4] Found that the LR has the best accuracy
because of categorical data

DT 75.3%
LR 77.9%%
SVM 77.6%%
KNN 76%

2
“Prediction andDiagnosis of Diabetes

Mellitus: A Machine Learning
Approach”

[5]
&e results show that adaptive boosting with
the decision stump’s base as a classifier is

more accurate

Adaboost%
DT-Base 77.6%%
SVM-Base 77.6%%
DS-Base 80.72%

3 “Prediction of Gestational Diabetes
by Machine Learning Algorithms” [6] &ey proved that the ensemble learning used

XGBoost has the greatest accuracy

Adaboost 76.2%
GBM 76.5%

XGBoost 77.5%

4
“Analysis and Prediction of Diabetes
Diseases using Machine Learning
Algorithm: Ensemble Approach”

[7]

It is found that different datasets affect
machine learning algorithms’ accuracy and

single algorithm is less accurate than
ensemble learning

Each algorithm has different
accuracy on different datasets

5 “Diabetes Prediction Using Different
Machine Learning Approaches” [8]

It has been shown that the SVM method will
gain more accuracy when we have no prior

knowledge of the data

DT 74%
SVM 82%%
NB 80%%
ANN 81%

6 “&e Mahalanobis distance” [9] &ey show the effect of data variance &e MD’s results are fewer and
more accurate than ED

7
“Machine Learning Prediction
Models for Gestational Diabetes

Mellitus: Meta-analysis”
[2]

&e meta-analysis and findings of
heterogeneity were done with the help of the

Meta Disc software

Age, heredity, BMI, and fasting
blood glucose were the most

common features used to build
models

8
“A comparative analysis of KNN, GA,
SVM, DT, and LSTM algorithms in

machine learning”
[10]

&e performance of five essential machine
learning algorithms is compared and

demonstrated

SVM algorithm has provided one
of the best results in predictive

analytics in real-time applications

9 “Discovering Tree Based Diabetes
Prediction Model” [11]

&is study focuses on essential features; this
puts a lot of effort into the data mining and
reduces the complexity of predicting model

Feature selection, and prediction
model by DT algorithm, obtain a

good result
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pregnancies, blood glucose test rate, insulin test, BMI, and
family history of diabetes were used to predict diabetes in
this research. &is research emphasizes the above-
mentioned traits and excludes others. &is complicates
data mining. It simplifies and complicates model analysis
without sacrificing accuracy. &e authors chose 723 rec-
ords for the prediction model. &ey normalized data using
the Min-Max method. &e Rapid Miner tool was used to
build the decision tree model. Rapid mining software
found that high blood sugar patients were more likely to
acquire diabetes. Two hundred forty-eight diabetic pa-
tients and 475 nonpatients were surveyed. It projected 231
diabetics and 499 non-diabetics. Two hundred thirty-one
patients were wrongly predicted. &e confusion matrix
has 88.50% accuracy, 79.83% sensitivity, and 93.15%
specificity.

3. Methodology and Proposed Model

&e proposed model uses a combination of data mining and
machine learning algorithms. As shown in the flow diagram
in Figure 1, the model involves feature extraction in the first
step after data collection and exploration. In the second
stage, data preprocessing tries to normalize the data by the
z-score method. In the third stage, the KMeans clustering
technique tries to cluster the dataset into an optimal number
of clusters with the help of the elbow method. &e elbow
method shows the best number of clusters by finding the
knee value. &e next step is the Mahalanobis distance, which
assigns a new sample or patient to a more relevant cluster.
&e MD was used to find the best or nearest cluster instance
of the Euclidean distance, which is the default technique of
the KMeans algorithm. Mahalanobis works better than
Euclid because it also calculates the variance of the data, not
just the distance from the data center.&e relevant or chosen
cluster is copied to a new data frame and fitted to classifi-
cation algorithms. &e final stage is classification techniques
such as decision tree, random forest, SVM, KNN, logistic
regression, and Näıve Bayes for forecasting by hard voting in
the ensemble method.

3.1. Data Collection. Healthcare systems and laboratories
have generated large amounts of data worldwide, and
advanced applications rely on that data for better results
[12]. &e training data for our models were collected from
public and private laboratories in the Iraqi Kurdistan
Region. &e dataset included 1012 instances and seven
attributes.

3.2. Feature Extraction. Feature extraction comes in helpful
when you need to reduce the number of features required for
processing without losing essential or relevant information.
Feature extraction can also reduce duplicate data in the
dataset [8]. &e weight and height dataset represents and
makes body mass index (BMI) in our dataset. &ere was a
power correlation between BMI and weight and a negative
correlation between BMI and height.

3.3. Data Preprocessing. One of the data processing
techniques is data normalization [13], which is used to
transform incomprehensible data into comprehensible
data collection. Normalize data are a scaling or mapping
technique for converting unnormal data to standard data
[14–16]. We applied the z-score technique in our model
and its normalized values in the dataset, which is a
numerical data type. &e formula for z-score normali-
zation is

z �
xi − μ( 

σ
. (1)

3.4. Clustering Algorithm. Clustering is a machine learning
method that divides a group or collection of data points
into numerous groups. Data points in the same group are
more similar than data points in other groups. We put it in
another way. &e idea is to classify groups with similar
features into clusters [17]. In data science, clustering is a
helpful technique. It is a method for detecting cluster
structure in a dataset based on the most remarkable,
significant dissimilarity between clusters and the highest
similarity within each cluster. [18]. Our research used the
KMeans technique for data reduction, which is the most
well-known and often used clustering algorithm. Various
KMeans extensions have been suggested in the literature.
Initializations always impact the KMeans approach and its
expansions with a required number of clusters a priori.
However, it is unsupervised learning to cluster in pattern
recognition and machine learning [19]. &e ideal number
of clusters into which the data may be grouped is crucial in
an unsupervised technique. To define the optimum k of
KMeans clusters, we employed the elbow method, one of
the most prominent approaches for determining this ideal
value of k. In the elbow method, we are counting the
number of clusters represented by (K) and computing the
WCSS (within-cluster sum of square) points for each
value of K, as shown in Figure 2.

3.5. Mahalanobis Distance. &e Mahalanobis distance is a
popular chemometrics, or multivariate statistics, measure.
&is work uses this feature to identify whether a sample is an
outlier, whether a process is under control, or if a sample
belongs to a group [3].&e formula is shown in Equation (2).
We used the Mahalanobis distance to recognize the new
sample or patient more relevant to which cluster is classified
by the KMeans algorithm:

MD �
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⎡⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎦

2



. (2)

3.6. Classification Algorithms (Ensemble Learning). &e re-
sults of the clustering stage, in which data are reduced
and grouped into a particular group, act as an input for
the classifier techniques, as illustrated in Figure 3, where
a sample of the data from the previous stage is allocated
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to a similar cluster of new input data. A proposed model
uses the maximum voting technique of the ensemble
method for decision-making. &e result of each method
has been compared and analyzed, called hard voting. &e
classification algorithms include decision tree, random
forest, SVM, KNN, logistic regression, and Naive Bayes.

3.6.1. Decision Tree. A decision tree is an algorithmic
strategy for partitioning data on specific parameters, one of
the algorithms for supervised learning. &e purpose is to
learn basic decision tree instructions to develop a concept
that predicts the value of a target variable. It is ideal for
continuous learning.&e decision tree often follows the rules
in the form of if-then-else expressions [8]. Classification is
performed using decision trees, which do not require a lot of
computing. Continuous data may be handled using decision
trees [20].

3.6.2. Random Forest. A random forest is a dimensionality
reduction technique that uses many decision trees to create a
categorization. It is an example of an ensemble technique for
classification and other tasks. [21]. It may be used to rank
variables in their significance [22].

3.6.3. SVM (Support Vector Machine). &e action of support
vector machines is to find a hyperplane line that separates the
negative and positive samples with the most significant
margin [23].&e support vector machine objective is to find a
hyperplane in multidimensional features that classifies data
points. An SVMmodel in which the instances are represented
as points in space mapped such that the examples of the
various categories are separated by as much space as feasible.
New instances are thenmapped into the same space and given
a category based on their position in the gap. Some methods
for doing that use the fuzzy clustering method [15, 24, 25].

New Sample

Z-Score

KMeans

Elbow Method

Feature Extraction

Data Pre-Processing

Clustering Algorithm

Prediction System

Result
Analysis

Data 
Collection

Mahalanobis Distance

SVMDT RF KNN NB LR

No No YesYesYes Yes

Max Voting

Figure 1: &e flowchart of the proposed model.
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3.6.4. KNN (K-Nearest Neighbors). KNN is only simulated
locally, and calculations are postponed until classification is
complete. &e KNN algorithm is one of the most basic
machine learning algorithms available [26].

3.6.5. Logistic Regression. Logistic regression is another
name for the generalized linear model. Nonlinear functions
are divided into the linear component and the link function.
&e linear component of the classification model’s output is
delivered via the link function. A logistic function is used to
handle the linear output in a logistic regression. &e logistic
function only returns values between 0 and 1 [4].

3.6.6. Naı̈ve Bayes. &e Naive Bayes method is a classifi-
cation technique that can manage missing values during
classification. A supervised learning method was used to
classify them. &e fundamental idea of Naive Bayes is that it
operates based on conditional probability. For connected
qualities, conditional independence fails, and Naive Bayes
performance suffers as a result [5]. Naive Bayes is robust
against noise points when taking conditional probabilities.

3.7. Prediction System. &e proposed model code was
written in Python, and a confusion matrix was used to il-
lustrate the results for measuring classification methods and
the ensemble technique. Some of the comparing criteria
employed in our study were accuracy, precision, and recall
percentage. &e quantity of correctly recognized predictions
is determined by accuracy.&e formula is shown in equation
(3). Precision is the ratio of properly recognized true pos-
itives to total positive samples. &e total number of positive

samples equals the sum of correctly and incorrectly classified
samples, as shown in equation (4). &e recall percentage of
correctly classified positive samples, total positive samples,
and total false-negative samples is shown in equation (5):

Accuracy �
total currect predictions

total predictions
, (3)

Precision �
TP

TP + FP
, (4)

Recall �
TP

TP + FN
. (5)

3.8. Result Analysis. &is study proposes an accurate model
prediction approach for detecting gestational diabetes using
some techniques of data mining and machine learning al-
gorithms. We attempt to use a mix of clustering and clas-
sification algorithms (ensemble approach). &e input
variables or attributes that were used in the proposed model
came from Iraqi Kurdistan Region laboratories. &e dataset
included 1012 instances and 7 attributes. Table 2 illustrates
the attribute description.

To illustrate and discuss the power of the proposed
model, we first employed only classification methods on the
collected data. &e results are shown below in Table 3.
However, it was not a pleasant accuracy, so we attempted to
find a better one by combining clustering and classification
methods. KMeans clustering was used for data reduction
and cleaning. When a cluster was predicted as the more
related cluster to the new sample, which was reduced and
cleaned, it was fitted to the classification algorithms as a new

Knee Value

250

500

750

1000

1250

1500

1750

2000

2250

985 764321

Figure 2: Determine the knee value of the elbow method.

Fit to Classification Algorithms
(Ensemble Technique)

Data Set Clustering
Find more 

related cluster
New Data Set

(Data Reduction)

Figure 3: Data reduction from clustering stage to classification stage.
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data frame. &e outcomes and results are illustrated in
Table 3. As you can see, most algorithms did not produce
better accuracy or results.

&e proposed model uses a clustering approach to
partition the data without missing any. KMeans methods are
used instead of other clustering techniques because the
DBSCAN algorithm may identify samples as noise and
discard these objects, while KMeans generally cluster all the
objects. It is worth mentioning that the numeric dataset
prevents us from using K-modes clustering. To improve the
KMeans clustering algorithm, the proposed model uses the
elbow technique to find the optimal k for clustering the data,
which is presented in Table 3. As illustrated, each algorithm
has a different accuracy from the different numbers of k. &e
elbow method was proposed as number 3 for categorizing
the data into 3 clusters. In another way, it uses the Maha-
lanobis technique to find the best or more related cluster to
the new sample. &e default method for the KMeans al-
gorithm is the Euclidean distance to find the distance of a
new sample to a cluster and predict it. However, because of
the similarity between clusters and the variance of data, the
proposedmodel tries to use theMahalanobis distance, which
has better performance than the Euclidean distance, as
presented in Figure 4. &e MD calculates the distance by the
effect of data variance. Still, the Euclidean distance calculates
the center of the cluster and does not care about data
variance. Still, the Mahalanobis works differently and cal-
culates the effect of data variance in each cluster. Table 4
illustrates the results of each distance method’s performance.
&e MD findings are fewer and more accurate than those of
the ED.

Finally, after using the mentioned techniques in the
clustering part of the proposed model and finding the best
and more related cluster by Mahalanobis, we compare the

classification algorithms and use the ensemble max voting
technique to get the best result. Most of the time, the
maximum voting method is used for classification problems
to sort things into groups. In this technique, predictions are
made for each data point by using more than one model.

Table 2: &e attributes’ description.

Attributes’ name Attributes’ detail Data type Mean Standard deviation
1 Age Age (years) of pregnant women Numeric 30.36 7.02
2 Weight Weight (kg) Numeric 72.99 12.55
3 Height Height (cm) Numeric 158.15 7.36
4 BMI Body mass index (weight/(height)̂2) Numeric 29.26 5.09
5 Pregnancy number Number of times pregnant Numeric 2.52 1.53
6 Heredity Family history of diabetes Boolean 783 samples (0), 229 samples (1)
7 Blood sugar test Plasma glucose concentration Boolean 795 samples (0), 217 samples (1)

Table 3: Comparison of each algorithm and the ensemble technique with different values of k in the KMeans algorithm.

No. of K DT (%) RF (%) SVM (%) KNN (%) LR (%) NB (%) Ensemble (%)
1 81 83 86 89 85 85 87
2 87 88 88 86 89 87 88
3 92 92 90 92 90 92 92
4 89 92 92 91 92 90 92
5 87 89 89 87 89 87 89
6 90 92 92 92 92 93 92
7 87 89 92 87 91 89 89
8 87 89 89 87 90 89 89
9 90 92 92 90 92 90 92
10 94 96 96 96 96 94 96

6

5

4

3

2

1

0

-1

-2
-3 -2 -1 0 1 2 3 4 5 6 7 8 9 10 11 12 13

Figure 4: Calculate distance of new sample to clusters by MD.

Table 4: &e comparison of the calculated distance between the
new sample and each cluster by Mahalanobis and the Euclidean
distance.

Features
Cluster 1 Cluster 2 Cluster 3

MD ED MD ED MD ED
Age 1.32 13.62 10.76 33.16 40.95 27.83
BMI 1.40 15.31 0.29 12.25 2.56 16.13
Pregnancy no. 0.43 7.91 3.21 17.68 7.96 28.02
Heredity 0.05 3.87 0.24 7.34 1.40 7.21
Distance 1.79 22.31 3.81 40.66 7.27 42.85

Applied Computational Intelligence and Soft Computing 7



Figure 5 is a flowchart illustrating how the ensemble method
makes the decision. Each test data goes through the en-
semble operation shown in Figure 5, and a confusion matrix
is made from the obtained results.&e final result is obtained
from the confusion matrix and calculates precision, accu-
racy, recall, and f1 score.

Eachmodel’s predictions are treated as a “vote.”&e final
prediction is based on what most models will do, and the
majority of results will make the decision. [27]. Table 5

shows that the suggested model is more accurate than the
method discussed in this study.

&e results obtained from the proposed model were
compared with the artificial neural network model by
applying the same data. Because our application is a
binary classification, we will have only two output classes
(1 and 0) and employ only one neuron with a sigmoid
activation function, and the optimal epochs (how many
times neural networks will be trained [28]) are assigned

Table 5: Classification accuracy and each technique of the proposed model comparison.

Algorithms Accuracy of each classification algorithm (fitting
the origin data) (%)

Accuracy of each classification algorithm
(proposed model) (%)

Ensemble
technique

(proposed model)
(%)

1 Decision tree 81 92

92

2 Random forest 83 92
3 SVM 86 90
4 KNN 89 92

5 Logistic
regression 85 90

6 Näıve Bayes 85 92

Input layer Hidden layers

Output

Age

BMI

Pregnancy Number

Heredity

Figure 6: Artificial neural network binary classification.

SVMDT RF KNN NB LR

No No YesYesYes Yes

4 models predicted: 
2 models predicted: 

Max Voting

Predict

Figure 5: Decision-making by ensemble max voting technique.

8 Applied Computational Intelligence and Soft Computing



to 100. In each epoch, the loss decreases, and the ac-
curacy increases. At the first epoch, the accuracy was
0.5791, and at the last epoch, it was 0.8674, which is
pretty remarkable for a neural network. And another
important hyperparameter of the ANN is the number of
hidden layers. &e assigned hidden number of our model
is 2 layers. Figures 6 and 7 illustrate the effect of both
(epochs and layers) hyperparameters on neural network
errors and accuracy.

We might compare the suggested model and our re-
search to some obtained accuracy from previous intelligent
models that were created by existing research. Table 6 shows
that, in most cases, the proposed model is more accurate
than previous work.

In the last part of the result analysis, we want to discuss
the importance of hyperparameters to improve the per-
formance of machine learning methods and to continue
improving the ensemble result. &e better performance of

Table 6: &e machine learning accuracy of existing works.

Algorithms Accuracy (%) References
1 Decision tree 78.1768 [20]
2 Random forest 91 [29]
3 SVM 82 [8]
4 KNN 77 [30]
5 Logistic regression 77.9 [4]
6 Näıve Bayes 79.84 [26]

Table 7: Hyperparameters of classification algorithms.

Algorithms Hyperparameters Description Value

1 Decision tree

max_depth Maximum depth of the tree “none”
min_samples_split Minimum number of samples required to split an internal node 2
min_samples_leaf Minimum number of samples required to be at a leaf node 1

criterion Function to measure the quality of a split “gini”
max_features Number of features to consider when looking for the best split “sqrt ’

2 Random forest

n_estimators Number of trees in the forest. 100
max_depth Maximum depth of the tree “none”

min_samples_split Minimum number of samples required to split an internal node 2
min_samples_leaf Minimum number of samples required to be at a leaf node 1

criterion Function to measure the quality of a split “gini”
max_features Number of features to consider when looking for the best split “sqrt”

3 SVM C Strength of the regularization is inversely proportional to C 1.0
Kernel Specifies the kernel type to be used in the algorithm “rbf”

4 KNN n_neighbors Number of neighbors for decision making to classification 5

5 Logistic regression Solver Algorithm to use in the optimization problem “lbfgs”
penalty Specify the norm of the penalty “elasticnet”

6 Näıve Bayes priors Prior probabilities of the classes (depend of data) “n_classes”
var_smoothing Portion of the largest variance of all features 1e-9

93 959189878583 97 996765 777573716337 69 8135 43 6151 7939 53 55 57 5945413323 47 4919 2927252117119 1513753 311
0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

Error
Accuracy

Figure 7: &e flowchart of error rates and accuracy of 100 epochs of the ANN model.

Applied Computational Intelligence and Soft Computing 9



KMeans helps to choose the best cluster. As shown in Ta-
ble 3, the number K is one of the essential hyperparameters
of KMeans and how it affects the accuracy of the model. We
presented the accuracy of the model for each number of k.
On the contrary, the effect of hyperparameters tunning was
discussed in ANN modelling regarding the number of
hidden layers and epochs. To improve the results of the
classification models which is used in this research, we have
shown some of the hyperparameters in Table 7.

4. Conclusion

&e data for the proposed model were collected from lab-
oratories in the Iraqi Kurdistan Region. &e dataset includes
1012 instances and 7 attributes: age, pregnancy number,
weight, height, BMI, heredity, and blood sugar test. A mixed
prediction model in the proposed model has been developed
to identify gestational diabetes. With the help of the elbow
technique, the KMeans algorithm was used to cluster the
data into an optimal number of clusters. &e Mahalanobis
distance method is used to select the most related cluster
which is most closely connected to the new samples. In the
prediction section, classification techniques such as DT, RF,
NB, and KNNwith 92% accuracy and SVM and LRwith 90%
accuracy were used for ensemble techniques. &e obtained
accuracy for the ensemble max voting method is 92%. Fi-
nally, the findings show that using a mix of KMeans clus-
tering, elbow method, Mahalanobis distance, and ensemble
learning significantly improves prediction accuracy. In fu-
ture work, we will try developing the proposed model for an
adaptive healthcare application to predict diabetes instances,
especially in the mentioned geographic area for which the
necessary attention has not been paid to this issue. &e
application will be designed to get a new sample and add it to
the dataset. &is method updates the database daily, so each
time the model is trained, it will have more data to work
with.

Data Availability

All codes and data used can be obtained from the corre-
sponding author upon request.
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