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Lithium battery-based electric vehicles (EVs) are gaining global popularity as an alternative to combat the adverse environmental
impacts caused by the utilization of fossil fuels. State of charge (SOC) and state of health (SOH) are vital parameters that assess the
battery’s remaining charge and overall health. Precise monitoring of SOC and SOH is critical for efectively operating the battery
management system (BMS) in a lithium battery.Tis article presents an experimental study for the artifcial intelligence (AI)-based data-
driven prediction of lithium battery parameters SOC and SOH with the help of deep learning algorithms such as Long Short-Term
Memory (LSTM) and bidirectional LSTM (BiLSTM). We utilized various gradient descent optimization algorithms with adaptive and
constant learning rates with other default parameters. Compared between various gradient descent algorithms, the selection of the
optimal one depends on mean absolute error (MAE) and root mean squared error (RMSE) accuracy. We developed an LSTM and
BiLSTM model with four hidden layers with 128 LSTM or BiLSTM units per hidden layer that use Panasonic 18650PF Li-ion dataset
released byNASA to predict SOC and SOH.Our experimental results advise that the selection of the optimal gradient descent algorithm
impacts the model’s accuracy. Te article also addresses the problem of overftting in the LSTM/BiLSTM model. BiLSTM is the best
choice to improve the model’s performance but increase the cost. We trained the model with various combinations of parameters and
tabulated the accuracies in terms of MAE and RMSE.Tis optimal LSTMmodel can predict the SOC of the lithium battery with MAE
moreminor than 0.0179%, RMSE 0.0227% in the training phase,MAE smaller than 0.695%, and RMSE 0.947% in the testing phase over
a 25°C dataset. Te BiLSTM can predict the SOC of the 18650PF lithium battery cell with MAE smaller than 0.012% for training and
0.016% for testing. Similarly, using the Adam optimization algorithm, RMSE for training and testing is 0.326% and 0.454% over a 25°C
dataset, respectively. BiLSTMwith an adaptive learning rate can improve performance. To provide an alternative solution to high power
consuming processors such as central processing unit (CPU) and graphics processing unit (GPU), we implemented the model on feld
programmable gate Aarray (FPGA) PYNQ Z2 hardware device. Te LSTM model using FPGA performs better.

1. Introduction

Using fossil fuels has resulted in adverse environmental
impacts such as air pollution and global warming, leading to
increased health issues and other socioeconomic impacts
worldwide [1]. Most countries are signing international
agreements and implementing national policies to combat
this environmental impact. Recently, there has been a sig-
nifcant focus on EVs powered by lithium batteries, owing to

the constraints associated with fossil fuels [2, 3]. To en-
courage the acceptance of EVs in the country, the central
government of India announced several promotional
measures in the previous ten years, including tax incentives
for EV owners and public EV charging infrastructure de-
velopment [4, 5].

Real-time monitoring of lithium battery parameters is
crucial for the safety and optimum performance of the
battery.Tis can be performed by accurately estimating SOC
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and SOH [6]. However, this is challenging due to the
nonlinear dynamics and electrochemical properties of the
lithium batteries. Many technologies attempt to solve this
challenge. As battery degradation begins immediately after
manufacturing, to ensure the safe functioning of batteries, it
is advisable to replace them once they reach approximately
70–80% of their original capacity [7].

Within this article, we are implementing data-driven AI-
based predictive BMS to estimate SOC and SOH using deep
learning algorithms such as LSTM and BiLSTM. We have
implemented various stochastic gradient optimizers used in
LSTM and compared various optimizers with adaptive
learning rates and constant learning rates. Te data-driven
approach bypasses the need for knowledge about internal
battery parameters and functioning [8]. Also, information on
the physical model, chemical properties or reactions, flters,
etc., of the battery is not required. It requires a considerable
quantity of real-time battery data, which is readily available
nowadays. We can extract battery features from historical
data using advanced deep learning algorithms. Our research
objective is to implement an FPGA-based AI-driven pre-
dictive BMS for electric mobility (E-mobility). We plan to
predict a lithium battery SOC and SOH using LSTM and
BiLSTM [9]. We have analyzed various gradient descent
optimization algorithms and BiLSTM to improve the model
performance. We also implemented the model on the FPGA
PYNQ Z2 device with a limited dataset to measure SOH. Te
challenges and drawbacks associated with the PYNQ Z2
board are also discussed [10].

1.1. BMS SOC and SOH Parameters. A BMS is an electronic
circuit that manages battery conditions for increased life-
span and safety. It controls and monitors the battery at the
cell, module, and pack levels, while a lithium battery consists
of cells arranged to meet voltage and capacity requirements.
Te BMS balances each cell unit to avoid degradation in EV
performance. Te BMS performs various tasks, including
measuring system voltage, current, temperature, SOC, SOH,
and RUL; minimizing charging time; maximizing battery
life; and cell balancing. Tus, it ensures the safety and op-
timum performance of the battery [11].

An advanced BMS plays a pivotal role in driving the
expansion of the EV industry. Innovating a novel battery
technology that provides higher energy and power density
and reduces cost is essential. An efective BMS with algo-
rithms that can control and monitor real-time data of the
battery and ensure the safety and reliability of the energy
storage devices is required. Te BMS monitors the battery
pack that powers your EV and estimates the range for us
[12]. Additionally, the BMS monitors the battery pack’s
health and safety during use. Lithium batteries operate
under appropriate temperatures, SOC, SOH, and RUL
conditions. Te BMS estimates the energy stored, such as
a SOC, SOH, and RUL, in real-time [13].

“SOC refers to the amount of charge remaining in the
battery and is given by the residual capacity of the battery
divided by its nominal capacity.” SOC can bemathematically
represented by the following equation:

SOC �
Qa

Qn
∗ 100%, (1)

where Qa is the battery charge available at present and Qn is
the nominal capacity which is constant throughout the
battery life (both in Ah).

SOC � SOC0 −


t

0 Ibatdt

Qn

∗ 100%, (2)

where SOC0 is the initial value of SOC and Ibat is the battery
current. Accurate SOC estimation is critical in efectively
controlling battery charge and discharge and extending battery
lifespan. However, SOC relies on several factors, such as
electrochemical reactions, temperature, material degradation,
and ageing cycles, as it represents the internal state of a battery.
Hence, in the past few decades, research has been concentrated
on devising a professional approach for estimating SOC [14].

Te SOH represents the diference between the health of
a battery being used and a new battery. It is the ratio of the
maximum battery charge to the rated capacity:

SOH �
Qmax

Qn

∗ 100%, (3)

where Qmax represents the battery’s maximum charging
capacity and Qn represents nominal capacity∗ RUL of
lithium battery� total number of charging/discharging life
cycles∗ − actual number of charging/discharging life cycles
(∗nominal capacity and total number of lifecycles are given
by manufacturers and are fxed throughout battery life. SOH
degrades as the number of charging cycles increase).

Data-driven algorithms can estimate battery states using
historical data without the physical model of the battery.
Tis helps to save considerable time and efort. Optimized
AI-based methods are widely used in natural language
processing (NLP), computer vision, image processing, video
processing, speech recognition, etc., and are areas of study
within the feld of artifcial intelligence [15, 16].

Optimizing neural networks in AI is a challenge. Over-
ftting, characterized by a large gap between training and test
errors, can be mitigated using regularization techniques and
adaptive learning rate algorithms such as Adadelta, SGD,
Adam, Adamax, AdaGrad, FTrl, and RMSProp [17].

1.1.1. Contribution

(i) Developed LSTM and BiLSTM models to predict
SOC and SOH

(ii) Implemented the model on feld programmable gate
array (FPGA) PYNQ Z2 hardware device to provide
an alternate solution to high power consuming
processors such as CPU and GPU

(iii) Compared FPGA time and space complexity with
CPU and GPU.

In our experiments, we have correctly tuned LSTM/
BiLSTM model hyperparameters to overcome the issue of
overftting. In addition, we investigated the efect of selecting
the gradient optimization algorithm on the model’s
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accuracy, especially regarding the SOC/SOH estimation of
a lithium battery. We deployed a popular LSTM/BiLSTM
model strategy, efectively using early stopping, dropout,
adaptive learning rates, splitting testing, and training data.

1.2. Related Work in AI-Based Algorithms, SOC and SOH
Estimation, and FPGA. Almaita et al. [18] implemented
a data-driven BiLSTMNNmethod whereinMAE is evaluated
at less than 0.62%, demonstrating both robustness and ac-
curacy of SOC prediction. Sun et al. [19] proposed an ML-
based LSTM-RNN with extended input (EI) and constrained
output (CO) utilized for SOC estimation in lithium batteries,
ensuring both accuracy and robustness, named EI-LSTM-CO
wherein RMSE and MAE are estimated at 1.3% and 3.2%,
respectively, on unknown data. To improve the SOH pre-
diction accuracy of the lithium batteries, Sun et al. [19]
implemented ICA-BiLSTM to predict lithium battery SOH.
Mean square error (MSE) was used as a performance metric
and compared with GRU, LSTM, and BPNN. Stighezza et al.
[20] SVM was employed as a regression method for SOC
estimation. Te model was simulated in MATLAB Simulink
and converted to HDL to implement on FPGA Board with
RMSE at 1.4%. Chemali et al. [21] presented an alternative
solution for low-cost hardware to improve the throughput
and resource usage of a SOC estimator for lithium-ion bat-
teries which attains a low MAE of 0.573% at a constant
ambient temperature and anMAE of 1.606% on a dataset with
temperature ranging from 10 to 25 degrees Celsius. Kim [22]
proposed an AI-based SOH estimation method that achieves
high accuracy, with approximately 98.4% prediction accuracy
for rule-based operation profles and around 99.5% for dy-
namic driving profles. A similar work by Luciani et al. [23]
focuses on designing and validating a data-driven SOC es-
timation method using IoT-based HIL experiments. Te
method achieves an impressive 98% accuracy in real-time
hardware testing. Khumprom and Nita concluded in their
article [24] that data-driven methods using advanced AI-
based algorithms achieve higher performance and accuracy
with the drawback of higher computational time. Li et al. [25]
proposed that GRU RNN requires no physical model. Ob-
servable variables such as voltage, current, and temperature
are directly linked to SOC through mapping. Te method is
evaluated on two public datasets, yielding MAEs of 0.86%,
1.75%, and 1.05%. Li proposes the BMS hardware prototype
as part of future work. Jemmali et al. [26] proposed an FPGA
implementation of the EKF algorithm with low power con-
sumption and high-speed advantages. He and He [27]
implemented FPGA-based deep neural network to provide an
alternative solution for CPU and GPU. Experimental results
compared with CPU and GPU achieves improved perfor-
mance in terms of speed and energy. Bobulski and Kubanek
[28] applied deep learning technique for plastic waste clas-
sifcation system which would help to solve the plastic waste
problem. Zhenhua Cui et al. proposed hybrid model CNN-
BWGRU (CNN and bidirectional weighted gated recurrent
unit) to enhance the performance of SOC prediction, which is
able to predict MAE and RMSE 0.0127 and 0.0171 with 300
BWGRU units for 1000 iterations.

Based on the above literature review, data-driven ap-
proaches are accurate and robust.Tis implementation does not
require knowledge or modelling of the battery’s internal pa-
rameters but requires a substantial volume of data. Researchers
suggest that deep learning algorithms such as RNN, LSTM, and
BiLSTM algorithms ofer more accuracy and advantages than
ML model-based algorithms. DL algorithms are ML subsets
consisting of three or more network layers. Each layer of a deep
learning NN is a series of complex mathematical operations
such asmultiplication and accumulation between the input data
and some constraints such as activation functions, weights, and
bias. So, we may require on-chip memory and a reliable pro-
cessor to store data and real-time data processing.

Currently, CPUs and GPUs are used to process the data,
but are slower than GPUs [29]. Terefore, DL algorithms are
implemented on high-speed processors such as GPUs [30].
But GPUs consume high power and are expensive, which is
a challenge in real-time applications. FPGAs are scalable and
confgurable and use low power. FPGA is also a good choice
considering GPU and CPU. FPGA provides low-cost hard-
ware and improves throughput [31]. Based on the summary,
fndings, and current research development, we proposed AI-
based data-driven SOC and SOH prediction algorithms using
a low-cost hardware FPGA to improve the performance.

2. Proposed Data-Driven AI-Based BMS SOC
and SOH

Te proposed method started with data preparation or data
preprocessing of the lithiumbattery. Data preprocessing includes
data cleaning, which helps improve data quality, transform data
into a valuable and efcient format, and enhance the model’s
performance. Data preprocessing is essential to avoid duplication
and eliminate missing data felds. Furthermore, it carried out
outlier detection to identify any data points that lie outside the
anticipated range. Additionally, it implemented data normali-
zation techniques to guarantee consistency and coherence across
the entire dataset. After that, a dataset is split into training and
testing sets.Temodel is trained and tested on diferent datasets.
After an experimental result analysis, the LSTM and BiLSTM
model is built with the correct number of LSTM units. Various
gradient descent techniques are implemented and examined
based on performance metrics. An optimized gradient descent
techniquemodel is then ready to implement on an FPGA board.
All these steps are shown in Figure 1.

Te proposed method is an AI-based data-driven ap-
proach, eliminating the need to manually construct
a physical or mathematical model for varying temperatures
and other unstable on-road real-time conditions. Te pro-
posed method for estimating SOC and SOH can be applied
to diferent types of batteries, enabling accurate prediction of
SOC and SOH. We have employed two datasets of lithium-
ion batteries. In the dataset split step, the dataset is split into
training, testing, and validation sets and adapted to suit the
LSTM model. We trained the models on the frst 60% of the
dataset and tested and validated it on the remaining 40%.
Data is split to keep overftting in balance. Te splitting of
data in training and testing afects the LSTM model. Data
quality is vital in a data-driven approach to obtain good
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results. Various gradient optimization algorithms are
implemented, and Adam gradient optimization is selected
based on their performance. Here, we have tried constant
learning rates as well as adaptive learning rates. Adaptive
learning rates provide better results compared to constant
learning rates. While comparing gradient descent algo-
rithms, we have selected default parameters other than
adaptive learning rates. Te data-driven prediction tech-
niques can accurately predict lithium battery SOC and SOH
by computing a battery’s current, voltage, temperature, and
other parameters. Tis lets us avoid the physical battery
model and mathematical model-based approaches [32].

Te LSTM deep learning networks were constructed with
four layers: a sequence input layer (with 1 feature), Uni-
LSTM/BiLSTM Layers (with 128 hidden units), and a fully

connected layer. Additionally, we experimented with LSTM
layers featuring 256 hidden units and 100 units or fewer in
each hidden layer. However, the LSTM model with 128 units
in each hidden layer demonstrated superior performance
while optimizing hardware cost. Various gradient descent
algorithms are implemented with default parameters, and
their performance is measured using MAE and RMSE. Te
model’s performance was evaluated, and the best optimizer
was selected based on the results. Tis selection prepares the
model for implementation on an FPGA. To implement the
model on the FPFA board, we have chosen the PYNQ Z2
board. To develop LSTM/BiLSTMmodel, we have used LSTM
from the latest TensorFlow and keras libraries. PYNQ Z2 is an
open-source project to enhance Python productivity. Te
latest TensorFlow and keras library is not supported by the
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Data Pre-processing

Data Cleaning/Cast/Reshape

Outlier Detection

Data Normalization

Dataset Split Training and Testing

Build
LSTM/BiLSTM Model

Apply Gradient
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Performance Metric
MAE &RMSE
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Figure 1: Proposed AI-based BMS SOC and SOH on an FPGA.
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PYNQ Z2 platform, so we need to design or develop LSTM
from scratch [33]. We have developed the LSTMmodel from
scratch without taking inbuilt support. Te model perfor-
mance is tested on limited data and compared with CPU and
GPU. Te proposed methodology is discussed in detail in the
outcome analysis and discussion section.

In this article, we have efectively tuned the hyper-
parameters of the LSTM/BiLSTM model to address the
challenge of overftting. Furthermore, we investigated the
impact of selecting diferent gradient optimization algo-
rithms on the model’s performance, with a particular focus
on SOC/SOH estimation for lithium batteries. We deployed
a popular strategy in the LSTM/BiLSTMmodel of efectively
using early stopping, dropout, adaptive learning rates,
splitting testing, and training data. Tis has two critical
benefts as compared to model-driven approaches.

(i) AI-based data-driven algorithms accurately predict
the relationship between observable quantities
(voltage, current, and temperature) and unobserv-
able quantities (SOC and SOH)

(ii) Te need to identify electrochemical machining
(ECM) parameters is circumvented.

Terefore, we intend to conduct in-depth research and
propose a solution using the AI algorithm as the next step.

Multiple complex factors impact battery SOC and SOH.
None of the methods proposed by specialists can guarantee
the accuracy and practicability of estimate SOC and SOH
estimation. Our current research outlays the following
technical challenges in the process of SOC and SOH
prediction:

(1) Enhancing the accuracy, robustness, and efective-
ness of SOC and SOH estimation without increasing
model complexity

(2) To simplify the estimation models and enable their
implementation on cost-efective hardware such as
FPGA rather than relying on GPU/CPU.

Te solutions to the above are correlated. Terefore, the
aim is to fnd an acceptable trade-of between accuracy and
computational resources. We accomplished this by pro-
posing an approach to curtail the sources of error in the SOC
and SOH prediction. Tis article attempts to predict SOC
and SOH using deep learning algorithms LSTM and
BiLSTM. We implemented this model on an FPGA device.
Our research aims to develop reconfgurable hardware for an
advanced AI-based data-driven model.

3. Data-Driven AI-Based Algorithms and PYNQ
Z2 FPGA Device

Tis section introduces the fundamental theories of RNN,
LSTM, BiLSTM, lithium battery dataset, and the PYNQ Z2
device.

3.1. Recurrent Neural Networks (RNNs). RNNs are deep
learning models with cyclic connections that can store in-
formation for a long time. Unlike feed-forward networks,

RNNs utilize input from previous neurons, making them
suitable for sequential time series prediction. Figure 2 il-
lustrates an unfolded RNN architecture for predicting SOC
and SOH which is specifcally designed for this purpose.

An RNN has a feedback loop, as shown in the above
fgure. Tis feedback loop can be unfolded in time steps.
Input and output at time step t is denoted as INPUT and
OUTPUT. Te INPUT at the time sequence t consists of
temperature, voltage, current, and other battery param-
eters. Tese parameters are mapped to SOC and SOH. We
can provide SOC and SOH as input at time step t and
estimate output the error between actual and predicted
SOC and SOH. Te hidden state at time step t is repre-
sented by ℎt, while the output SOCt+1 and SOHt+1 value at
time step t + 1.

3.2. LSTM. LSTM, a more advanced variant of RNN, in-
corporates time-cyclic neural networks and memory
mechanisms to capture long-term dependencies and mit-
igate the vanishing gradient problem efectively. Unlike
RNNs, LSTM is free from the issue of long-term de-
pendencies as there are four interacting cells against
a single neuron and a unique storage unit structure. Tese
characteristics of the LSTM help in efectively forecasting
battery states. In addition, the accuracies are visualized
through a plot of training and testing battery states values.
LSTM employs three gates to control data fow, allowing
information retention over time. Te cell stores in-
formation, while the gates manage memory. Tis archi-
tecture enables LSTM to classify, analyze, and predict time
series data with varying durations. Te forward pass of an
LSTM cell architecture [34] is represented as shown in
Figure 3.

At time step “t,” the variables Ft, It, Ot, Ct, and ht rep-
resent the components of the LSTM architecture. Specif-
cally, Ft denotes the forget gate, It represents the input gate,
Ot represents the output gate, Ct represents the cell state, and
ht represents the hidden state. Te sigmoid activation
function is denoted by the symbol σ. Te symbol ⊙ rep-
resents the Hadamard product, which signifes the
element-wise multiplication of vectors. Te output of an
LSTM cell in time series mostly depends on three gates: (1)
cell state gate (Ct) long-term memory of LSTM cell, (2)
hidden state (ht) which stores the previous output, and (3)
the input gate (It) stores the input data at the present step.
Tese gates decide what information to be entered in the
LSTM network and out of the LSTM network [35]. Te
initial step in the LSTM architecture cell involves the
forget gate (Ft), responsible for determining which in-
formation from the previous cell state Ct−1 will be dis-
carded at time step t and what information should be
stored to pass in the LSTM network. Utilizing a sigmoid
activation function, the forget gate determines whether to
discard or keep information from the previous cell state.
0 signifes low weightage and forgetting, while 1 indicates
retaining everything.Tus, the decisions of gates are based
on the current input It, cell state Ct, hidden state ℎt, and
the LSTM network’s weights and biases [36].
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3.2.1. Forget Gate. It conditionally decides what to forget
from the network.

F � σ Wf xt + Wf ht−1 + bf , (4)

where “xt” represents the current input at time step t and “
bf” denotes the bias term. “Wf” denotes the weight matrix
associated with forget gate “Ft.”

3.2.2. Input Gate. Te sigmoid function determines the
binary values (0 or 1) that impact memory, while the tanh
function assigns weights to data on a scale of −1 to 1.

It � σ Wi xt + Wi ht−1 + bi( . (5)

Te tanh layer produces the new value Ct as shown in the
following equation:

Ct � tanh Wcxt + Wcht−1 + bc( . (6)

Te cell state Ct is updated by combining it with the
previous cell state, as mentioned in equation (6). Te forget
gate (Ft) and input gate (It) collectively determine whether
the values from the previous LSTM cell should be stored or
forgotten. Te cell state (Ct) at time t is represented by the
following equation:

Ct � Ft ⊙Ct−1 + It ⊙Ct. (7)

Te fnal step involves the output gate (Ot) using a sig-
moid activation function to determine which portion of the
cell state is transferred to the hidden state (ht). Within the
hidden state, the cell state (Ct) is passed through the tanh

function and then multiplied by the output gate (Ot) to
retain only the desired output. Te output gate (Ot) and
hidden state (ℎt) are shown in equations (8) and (9),
respectively.

3.2.3. Output Gate. Te LSTM architecture, as depicted in
Figure 3, makes conditional decisions regarding what output
to produce based on the block’s input and memory.

Ot � σ Wo x + Wo ht−1 + bo( , (8)

h � Ot ⊙ tanh(Ct). (9)

3.3. Bidirectional LSTM (BiLSTM). Bi-LSTM enhances the
capabilities of LSTM by training the input data in both the
forward and backward directions, thereby expanding its
potential for capturing contextual dependencies. Bi-LSTMs
capture information that the one-way network may ignore.
To enhance the performance of the LSTM model, the
BiLSTM model can be applied [33].

3.4. PYNQ Z2 (Python Productivity for Zynq FPGA).
PYNQ Z2 is a Xilinx-supported open-source project
designed to facilitate ZYNQ device usage. Python makes
programmable logic available to designers. PYNQ-enabled
boards are easily programmable using Python in PyCharm
or Jupyter Notebook. While developing the model in
PyCharm or Jupyter Notebook, the latest Tensorfow or
Python libraries are not supported by the PYNQ environ-
ment. So, we need to create LSTM from scratch, followed by
implementation on the PYNQ Z2 device [37].

3.5. Lithium Battery Dataset. In this article, we selected two
lithium battery datasets with diferent features.

(1) We utilize the Panasonic 18650PF Li-ion battery
data, provided by Dr Phillip Kollmeyer from the
University of Wisconsin-Madison, to estimate SOC.

(2) Li-ion battery dataset released by NASA to
estimate SOH.

(3) Te Panasonic 18650PF Li-ion battery dataset
comprises a collection of ten drive cycles; only the
discharge Cycle 1 at temperature 25C is used in our
experiments [38]. Table 1 displays a summary of the
Panasonic 18650PF Li-ion battery.

3.5.1.Te Li-Ion Battery Dataset of Four Batteries Released by
NASA. At room temperature, numbers 5, 6, 7, and 18
underwent three distinct operational profles, including
charge, discharge, and impedance. Tis dataset includes
information on lithium batteries over several charge and
discharge cycles at room temperature and was used for SOH
prediction [39]. Within the NASA battery dataset, each of
the four battery groups provides a singular maximum ca-
pacity value for every charge-discharge cycle. As a result, we
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SOC &
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t
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SOC &
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Figure 2: RNN architecture for SOC and SOH.
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have extracted the health features on a per-cycle basis. Te
battery’s maximum capacity decreases over time as it ages.

Note that this article aims to assess the performance of
LSTM and BiLSTM with adaptive learning rates and con-
stant learning rates with diferent gradient descent opti-
mizations. So, we focused on developing an advanced deep
learning model with minimum error and hardware re-
alization.Te benefts of FPGA can be leveraged as real-time
estimations through AI-based algorithms which are bound
to require excessive computational power.

4. Outcome Analysis and Discussion

4.1. Performance Metrics RMSE and MAE. Te AI-based
LSTM/BiLSTM models for predicting SOC and SOH were
trained and tested using two distinct datasets. Te perfor-
mance of these models is assessed using various evaluation
metrics, such as RMSE and MAEmetrics, providing insights
into their efectiveness [38].

MAE �
1
m


i

SOC
∗
i − SOCi


 ,

RMSE �

�����������������


m
i�1 SOC

∗
i − SOCi( 

2

m



.

(10)

Battery datasets used for experimental purposes: to
measure SOC, we utilized a 2.9 Ah Panasonic 18650PF Li-
ion cell, while for measuring SOH, we relied on the Li-ion
battery dataset provided by NASA. Te input characteristics
of lithium batteries are plotted in Figures 4 and 5, showing
the relationship between the battery temperature vs. SOC
and battery voltage vs. SOC. Temperature and voltage rate
strongly infuence battery performance. Te battery should
be operated at a proper temperature range for optimum
performance. Figure 4 shows temperature versus SOC and
indicates that the battery operates well at ambient tem-
perature [40]. Figure 5 illustrates the correlation between
battery voltage and SOC.

Te terminal voltage of the lithium battery exhibits
a nearly proportional relationship with the SOC. Hence,
understanding the relationship between voltage and SOC is
crucial for accurately estimating and efectively managing
the BMS [41].

4.2. Dataset Released by NASA. Figures 6 and 7 display
characteristic curves illustrating the degradation of SOH to
the number of charging/discharging cycles. Te fgures
demonstrate that the battery’s health degrades as cycles
increase. Te SOH degradation starts at about 120–130
cycles or when SOH is around 0.70%. Terefore, we can
conclude that the battery’s maximum and energy storage
capacity is reducing slowly [42].

4.3. Data-Driven LSTM/BiLSTM Model Development.
Initially, we built the LSTMmodel of four hidden layers with
150 units in each layer, variable dropout in various layers,
constant learning rate� 0.001, and other default parameters.
Te LSTM model architecture depicted in Figure 8 consists
of four hidden layers, with each layer comprising 150 units.
Various gradient descent optimizer algorithms were taken
from the TensorFlow and keras packages.

Next, actual SOC at sequential time steps is input to
LSTM. Te dataset is partitioned into separate training and
testing sets, and the testing data is used for validation. We
have incorporated several gradient descent algorithms in our
implementation, including Adadelta, Adagrad, SGD, and
RMSprop. Follow the regularized leader (FTRL) and Adam.
We trained and validated the LSTM model during

Table 1: Summary of the panasonic 18650PF Li-ion battery.

Attributes Description

Capacity Min. 2750mAh
Typ. 2900mAh

Nominal voltage 3.6V
Min/Max voltage 2.5V/4.2 V
Charging CC-CV, std. 1375mA, 4.20V, 4.0 h

Temperature
Storage: −20°C to 50°C

Discharge: −20°C to 60°C
Charge and discharge: 0°C to 45°C

Energy density Gravimetric: 207Wh/kg
Volumetric: 577Wh/1

Temp vs SOC (%)

Data from the CSV File: Temperature (°C) vs SOC (%)
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Figure 4: Temperature (°C) vs. % SOC.
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Figure 5: Voltage vs. SOC (%).
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implementation for 100, 300, and 500 epochs. With constant
learning rate� 0.001 and other default parameters. Te
dataset is divided at 80% in testing and 20% in training. Te
forecasting performance metrics are measured using MAE
and RMSE. Comparisons between them are given in Table 2.

Based on the results presented in Table 2, it can be
observed that the Adam optimizer outperforms other op-
timizers, yielding superior results. RMSprop also produces

a better result, but it has an underftting problem. Another
observation is that the performance metric RMSE of a test is
more signifcant than the RMSE of a train.Tis indicates that
the LSTM model has a problem with overftting. To over-
come this, we have tried tuning the hyperparameter of the
LSTM model by simplifying the network, reducing the
number of LSTM units, early stopping, and reducing
dropout regularization.

SOH

SOH Degradation

0 25 100 17550 75 125 150
No. of Charge/Discharge Cycle

65
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80
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90
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Figure 6: SOH degradation vs. number of charge and discharge cycle.
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Figure 7: SOH degradation vs. number of cycles with threshold line.
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Figure 8: Architecture of the frst LSTM model.
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4.3.1. Early Stopping. Tis is a critical feature available in
keras callback. Stop training when a performance metric has
stopped improving [43], as illustrated in Figure 9.

Te dropout stochastic regularization technique pre-
vents neural networks from overftting. During training,
specifc neurons are randomly excluded or “dropped out.”
Tis dropout technique introduces noise to the hidden
state, enhancing the model’s robustness and preventing
overftting [44]. Our results suggest that reducing dropout
improves performance and overcomes the problem of
overftting. In general, if we cared about the LSTM deep
learning model performance on the training dataset, we
expect a model to have perfect performance on the testing
dataset. Splitting the dataset into separate training and
testing sets holds signifcant importance. Training and
testing the model on distinct datasets is crucial to ensure
accurate evaluation and robustness. To overcome the
problem of overftting, the testing data should be almost
equal to the training dataset.

Based on the fndings presented in Table 2, we have
chosen Adam as a gradient descent optimizer and varying
dropout regularization with diferent numbers of LSTM
units but without early stopping. So, LSTM network is run
for 500 iterations with 64 LSTM units in each hidden layer
with varying dropout regularization, and the dataset is di-
vided into 65% in testing and 35% training to reduce the
problem of overftting as shown in Figure 10, and the results
are shown in Table 3.

Table 3 shows exciting results. We have taken only 64
LSTM units in this model in each hidden layer to simplify
the network. As we reduce the dropout regularization,
LSTM network performance improves regarding MAE
and RMSE. By reducing dropout regularization, the
performance of the LSTM network improves. However,
still model is overftting. To address the overftting issue,
the number of LSTM units in each hidden layer was

increased to 100 from the previous 64 LSTM units.
Additionally, dropout was reduced. Te results of these
adjustments are displayed in Table 4.

Following are the key observations based on results
shown in Tables 3 and 4:

(1) As we reduced dropout, MAE and RMSE improved
(2) As we decreased the number of LSTM below 100

units, MAE and RMSE increased, which degraded
the performance of the LSTM model.

So, we have concluded from Table 4 that model must
have LSTM units of more than 100 with less dropout in each
layer. However, the model still faced issues of overftting.We
then used 128 LSTM units in each layer and compared it
with 256 units and 64 LSTM units with optimizing gradient
descent. We used “Adam” with and without early stopping,
as shown in Tables 5 and 6.

In Table 5, we have run the LSTM model for 200 iter-
ations without early stopping. LSTM model with 256 units
performs better. Increasing the number of LSTM units in
each hidden layer leads to improved performance; however,
it also results in increased costs.

Table 2: Comparison of various gradient descent optimization algorithms.

Gradient descent optimizing
algorithms Number of iteration

Training (80%) Testing (20%)
MAE (%) RMSE (%) MAE (%) RMSE (%)

Adadelta
100 53.430 56.180 12.350 13.711
300 32.331 36.693 15.386 19.796
500 16.431 18.260 41.835 43.647

Adagrad
100 22.0153 26.612 33.643 34.862
300 19.069 21.0565 48.851 49.698
500 19.053 21.035 49.504 50.340

SGD
100 17.211 17.211 39.223 41.162
300 17.148 19.268 39.422 41.350
500 17.148 19.269 39.423 41.352

RMSprop
100 7.936 10.093 10.205 11.445
300 8.659 9.549 4.494 6.211
500 4.001 4.4998 13.063 16.603

FTRL
100 45.781 48.966 11.339 12.640
300 15.344 17.386 47.081 48.708
500 15.307 17.380 47.271 48.892

Adam
100 1.059 1.7103 3.702 5.306
300 0.996 1.453 5.693 8.124
500 0.894 0.998 11.561 14.988

Error

O Early
stopping

point

Number of
iterations

Validation set

Training set

Figure 9: Early stopping.
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In Table 6, we have run the LSTM model for 200 iter-
ations with early stopping. It is observed that with early
stopping, the model performed very well compared to those
without early stopping. A model with zero dropouts pro-
duced better results. Tis means early stopping afects the
model performance.

Te results in Table 6 show that the LSTM model with
256 units in each hidden layer performs well compared to 64

and 128 units in each layer. Tough a model with 256 units
in each layer performs exceptionally well, it will increase the
cost of the LSTM network. To balance all these parameters
and save cost, a model with zero dropout and early stopping,
the LSTMmodel with 128 units, seems to be the best choice.
For further investigation, a model with 128 LSTM units in
each hidden layer, as illustrated in Figure 11. Te LSTM
model is built with the following specifcation:
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LSTM
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LSTM
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Predicted 
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Dense

SOCt0

SOCt1

SOCtn

OUTPUT(n,64) (n,64) (n,64) (n,64) (n,1)

Figure 10: LSTM model architecture.

Table 3: Adam optimizer varying dropout regularization and without early stopping.

Number of iterations
(without early stopping)

#No. of LSTM
in each hidden

layer
Dropout

Train (65%) Test (35%)

MAE (%) RMSE (%) MAE (%) RMSE (%)

500 64
0.7 6.217 8.050 19.153 24.112
0.3 3.418 4.720 15.820 19.010
0.2 1.889 2.833 13.779 18.007

Table 4: Comparison with 64 LSTM units with 100 units with decreasing dropout.

Number of iteration
(without early stopping)

#No. of LSTM
in each hidden

layer
Dropout

Train (65%) Test (35%)

MAE (%) RMSE (%) MAE (%) RMSE (%)

100 64 0.2 1.259 1.524 4.141 5.520
100 0.1 0.647 0.732 4.811 6.624

Table 5: Without early stopping.

Number of iteration
(with early stopping)

#No. of LSTM in
each layer Dropout

Train (60%) Test (40%)
MAE (%) RMSE (%) MAE (%) RMSE (%)

200
64

NIL
0.067 0.070 0.824 1.196

128 0.066 0.071 0.772 1.020
256 0.0190 0.0224 0.336 0.462

Table 6: With early stopping.

Number of iteration #No. of LSTM in
each layer Dropout

Train (60%) Test (40%)
MAE (%) RMSE (%) MAE (%) RMSE (%)

200 64
NIL

0.067 0.070 0.824 1.196
188 128 0.0179 0.0227 0.695 0.947
99 256 0.0135 0.0165 0.210 0.303
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(1) Simplify the network
(2) Without dropout
(3) With early stopping
(4) Dataset split (60 : 40).

Figure 12 shows LSTM Model loss plot in training and
testing (validation) phase.

Figure 13 shows the SOC prediction of LSTM
Also, we have developed the BiLSTM model as shown in

Figure 14. Gradient descent is optimized using “Adam” for
the BiLSTM Model. Results are shown in Table 7.

Te BiLSTM model produces better results with 128
BILSTM cells in each layer without dropout with early
stopping. Results are shown in Table 7.

Table 7 results show that the BilSTM model without
dropout performs well. For further investigation, we have
developed a BiLSTM model without dropout. Te BiLSTM
model is developed for 32, 48, 64, and 128 LSTM units in
each hidden layer, and results are shown in Table 8.

As the number of LSTM units in each hidden layer
increases, the model performance improves with fewer it-
erations required. Te model performs far better with 128
units. Table 8 analyses the BiLSTM model with an adaptive
learning rate using diferent confgurations of hidden units
in each layer: 32, 64, and 128. As can be observed, the
BiLSTM model with 128 units in each hidden layer without
dropout performs better than with dropout. Datasets
splitting of training and testing is performed with an 80 : 20
ratio, shown in Table 9 and compared with the BiLSTM
model with datasets splitting 60 : 40 ratio in Table 8.

Datasets splitting 60 : 40 ratio performs well compared to
80 : 20. Datasets splitting also afects the model’s perfor-
mance. Also, we can select an adaptive learning rate instead
of a constant learning rate. BiLSTM is the best choice, but it
will increase the network cost.

Table 10 shows that the BiLSTMmodel performs slightly
better than LSTM with early stopping. Based on the results
shown in Table 10, model loss and SOC prediction are
plotted in Figures 15 and 16, respectively.

INPUT

LSTM 1st layer
128 UNITS

LSTM 2nd layer
128 UNITS

LSTM 3rd layer
128 UNITS

LSTM 4th layer
128 UNITS
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Figure 11: LSTMmodel with 128 LSTM units in each hidden layer.
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Figure 13: SOC prediction of LSTM model.
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As we plan to implement the LSTM model on the FPGA
board, we must consider the resources available on-chip.
LSTM, with early stopping and an adaptive learning rate, is
the best choice, requiring fewer resources than BiLSTM.Tis
developed model is used for predicting time steps t and t+ 1.
As we increased the look-back time steps, the model per-
formed poorly.

BiLSTM model is developed with 128 LSTM units in each
layer with look-back 5, 10, and 15. As we increased the look
back, the model’s performance is degrading, i.e., MAE and
RMSE are increasing, as seen in Table 11. Based on the previous
results, we used the LSTMmodel with 128 units in each hidden
layer to estimate SOH on NASA battery sets. Figure 17 shows
the architecture of the LSTM model SOH prediction.
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Figure 14: BiLSTM model architecture (128 LSTM units in each layer).

Table 7: BiLSTM model with adaptive learning rate with and without dropout.

Number
of iterations (ES)

No. of BiLSTM in
each layer Dropout

Train (60%) Test (40%)
MAE (%) RMSE (%) MAE (%) RMSE (%)

122 64 0.3 0.163 0.224 3.90 4.958
197 NIL 0.015 0.018 1.263 1.848

Table 8: Analysis of BiLSTM model with adaptive learning rate.

Epocs (with ES) No. of BiLSTM in
each layer Dropout

Train (60%) Test (40%)
MAE (%) RMSE (%) MAE (%) RMSE (%)

231 32

NIL

0.022 0.0276 1.677 2.389
209 48 0.020 0.023 1.134 1.670
197 64 0.015 0.018 1.263 1.848
170 128 0.012 0.016 0.326 0.454

Table 9: Datasets splitting of training and testing (80 : 20).

Epocs (with ES) No. of BiLSTM in
each layer Dropout

Train (80%) Test (20%)
MAE (%) RMSE (%) MAE (%) RMSE (%)

128 128 NIL 0.036 0.049 0.453 0.531

Table 10: Comparison of LSTM vs. BiLSTM without dropout with early stopping.

LSTM type Epochs (with ES) No. of units
Train (60%) Test (40%)

MAE (%) RMSE (%) MAE (%) RMSE (%)
BiLSTM 170 128 0.0120 0.0160 0.326 0.454
LSTM 188 0.0179 0.0227 0.695 0.947
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Figure 16: SOC prediction.

Table 11: Optimizing gradient descent using “Adam” for BiLSTM model with look back.

Epochs BiLSTM Look back
Train (60%) Test (40%)

MAE (%) RMSE (%) MAE (%) RMSE (%)
170

128

00 0.012 0.016 0.326 0.454
285 5 0.011 0.016 0.329 0.400
161 10 0.072 0.095 2.036 2.753
90 15 0.443 0.461 2.315 2.988
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Figure 17: Architecture LSTM model SOH prediction.
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Using the same LSTM model, we predicted the SOH of
lithium-ion batteries on various datasets and displayed the
results in Table 12.

Table 12 shows the results for the LSTM model that are
run for 50, 100, and 200 iterations, and the model is free
from overftting. RMSE in training and testing is almost
equal. Te LSTM model is also run for look back 5, 10, and
100. Results are shown in Table 13.

Te diference between RMSE values under train and test
is very minimal. Te model SOH dataset released by NASA
does not have a problem with overftting or underftting.
Table 14 presents a comparison of the results obtained from
the LSTM and BiLSTM models with the fndings from
existing studies.

4.4. Monitoring Real-Time SOC and SOH Poses Hardware
Development Challenges Tat Need to Be Addressed. We are
implementing our module on a System on Chip (SOC) based
PYNQ Z2 board, a programmable device. Te PYNQ Z2
development platform combines an ARM Cortex-A9 pro-
cessor with FPGA fabric. It allows for control of FPGA
overlays through a Python interface, enabling seamless
software and hardware components integration. Te draw-
back of PYNQ Z2 is that it does not support the latest keras
and Tensorfow libraries. We cannot use predefned LSTM
modules from these libraries. So, we have developed an LSTM
model without using Tensorfow or keras. For our results on
PYNQ Z2, we have tried many alternatives to get the highest
possible accuracy. We collected approximately 650 data
samples to predict a lithium battery’s SOH. Due to signifcant
discrepancies between the actual and predicted data, we
experimented with various methods and approaches to re-
duce errors. Eventually, we chose to train the model using
1000 cycles, a learning rate of 0.5, and 128 LSTM units. Te
following tables show the parameters we experimented with
and the corresponding training and test accuracies.

Table 15 shows that the model is run for 1000 iterations
with varying learning rates. As we decreased the learning
rate, the CPU performed slower. Te selection of the

learning rate must be in the proper range. As we decreased
the learning rate, model performance improved. We ob-
served that at a lower learning rate, the model takes more
CPU time and moves to overftting. We have tested our
model for a learning rate of 0.01, and the results are shown in
Table 16.

We have run a model for 100, 500, and 1000 cycles with
a learning rate of 0.01, but it takes more CPU time than 0.5.
So, to keep the balance between CPU performance and
accuracy, we have run the model with a learning rate of 0.5
for 100, 500, and 1000 iterations implemented on the PYNQ
Z2 board. We compared the speed and resource utilization
between CPU and GPU. Table 17 shows the system speci-
fcation on which the LSTM model is implemented. In this
experiment, CPU/GPU and PYNQ Z2 are utilized.

Te LSTM model with a limited dataset runs for 100,
500, 1000, 1500, and 2500 iterations. Performance is mea-
sured based on speed and memory usage. Comparison re-
sults are shown in Table 18.

Results for the LSTMmodel with a constant learning rate
of 0.5 and 128 LSTM units are in Table 18. CPU and GPU
performance is almost identical for small data volumes and
fewer iterations. It is not recommended to use GPU for small
applications. GPU is faster for large applications, as seen
when the model runs for 2500 iterations. PYNQ Z2 board is
much slower because specifcations are low-end. Te LSTM
model is implemented on PYNQ Z2 device. Te results are
presented in Figure 18, which shows the relationship be-
tween the SOH and the number of data samples.

Te design and development cycle is signifcantly faster
with Python than with C/C++ and hardware description
languages (HDLs). However, we cannot use Python to en-
hance the model’s performance on FPGA. To achieve this,
we must develop our model using C/C++ or HDLs. Code
quality is better with Python, but most inbuilt advanced
libraries are not supported by PYNQ, which can estimate the
resource utilization of hardware on FPGA. To improve the
model’s performance in terms of speed, power, and area,
PYNQ with Python may not be the most suitable option.

Table 12: Te LSTM model accurately predicts the SOH of lithium-ion batteries.

Epochs
(with ES)

No. of units in
each layer

Train (60%) Test (40%)
MAE (%) RMSE (%) MAE (%) RMSE (%)

50 128 0.000133 0.000462 0.002224 0.00256
100 128 0.000339 0.000557 0.001991 0.00236
200 128 0.000299 0.000551 0.000628 0.00085

Table 13: LSTM model with look back.

Epochs
(with ES) Look back

Train (60%) Test (40%)
MAE (%) RMSE (%) MAE (%) RMSE (%)

100
5 0.0006664 0.000811 0.0011000 0.001446
10 0.0003096 0.000606 0.000324 0.000463
100 0.0001639 0.000778 0.012962 0.019902
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Table 15: CPU performance with varying learning rate (# of LSTM 128 units and # of cycles 1000).

Learning rate CPU time in sec
Train Test

MAE (%) RMSE (%) MAE (%) RMSE (%)
0.5 263.005 0.0094 0.0116 0.0016 0.0020
0.1 335.856 0.0094 0.0117 0.0020 0.0023
0.01 354.533 0.0095 0.0118 0.0019 0.0023
0.001 344.493 0.0084 0.0101 0.0059 0.0061
0.0001 444.230 0.0076 0.0084 0.0171 0.0172

Table 16: CPU performance with learning rate� 0.01 and # of LSTM 128 units.

Epochs (with ES) CPU time in sec
Train Test

MAE (%) RMSE (%) MAE (%) RMSE (%)
100 32.028 0.0083 0.0100 0.0062 0.0064
500 163.56 0.0094 0.0117 0.0022 0.0026
1000 330.36 0.0095 0.0118 0.0020 0.0024

Table 17: System specifcation.

CPU GPU PYNQ z2

Intel(®) core (™) i7-10750H
CPU @2.60GHz, RAM 16.0GB

Nvidia GeForce GTX 1660 Ti
GPU clock speed: 1770 MHzGraphics

RAM size: 6GB

650MHz Arm® Cortex®-A9 dual-core processor
512MB DDR3 with 16 bit bus @1050Mbps

Table 18: LSTM model constant learning rate 0.5 and # 128 LSTM units.

Number of
training cycles

Time in seconds RAM usage in %
CPU GPU PYNQ z2 CPU GPU PYNQ z2

100 35.73 27.72 878.87 s 75.9 81.2 PYNQ Z2
does not support

commands in Jupyter
Notebook to get RAM
resource utilization

500 190.97 120.14 4466.5 s 77.6 80.8
1000 243.94 246.85 2 h 25min 44 s 79.6 80.1
1500 381.26 374.37 3 h 40min 12 s 79.6 76.6
2500 628.63 591.06 6 h 7min 26 s 78.8 77.0

SOH Prediction

Actual
Train prediction
Test prediction

0 100 200 500 600300 400
Number Of Samples

0.65

0.70

0.75

0.80

0.85

0.90

0.95

So
H

Figure 18: SOH vs. number of data samples.
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5. Conclusion

Prediction of lithium battery’s SOC and SOH is crucial for
the enhanced performance of the BMS of EVs.Te proposed
AI-based SOC and SOH prediction is validated through
experiments and testing using diverse EV drive cycles at
room temperature, showcasing its adaptability and gener-
alization capability. Our experimental results indicate that
the performance of the LSTM model is infuenced by the
selection of the gradient descent optimization algorithm
with an adaptive learning rate. Tis BiLSTM can predict the
SOC of the 18650PF lithium battery cell with MAE smaller
than for training and 0.012% and 0.016% for testing. Sim-
ilarly, using the Adam optimization algorithm, RMSE for
training and testing is 0.326% and 0.454% over a 25C
dataset. BiLSTM with an adaptive learning rate can improve
performance. As we increased the look back number, the
model performance degraded. We must improve the per-
formance LSTM/BiLSTM model with the long look back
number. Te proposed AI-based approach for estimating
state variables of lithium batteries ofers advantages such as
low cost, low power consumption, high speed, reprog-
rammable logic, and ample on-chip memory storage,
making it a superior choice over existing techniques. To
improve the overall performance of the LSTM model, we
need to implement the LSTM model using HDLs or C/C++.
Te fndings of this study will aid in developing an efcient
algorithm for estimating state variables of lithium batteries
such as SOC and SOH, thereby contributing to the future of
E-Mobility.
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