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Te COVID-19 pandemic infuenced the whole world and changed social life globally. Social distancing is an efective strategy
adopted by all countries to prevent humans from being infected. Al-Quran is the holy book of Muslims and its listening and
reading is one of the obligatory activities. Close contact is essential in traditional learning system; however, most of the Al-Quran
learning schools were locked down to minimize the spread of COVID-19 infection. To address this limitation, in this paper, we
propose a novel system using deep learning to identify the correct recitation of individual alphabets, words from a recited verse
and a complete verse of Al-Quran to assist the reciter. Moreover, in the proposed approach, if the user recites correctly, his/her
voice is also added to the existing dataset to leverage proposed approach efectiveness. We employ mel-frequency cepstral
coefcients (MFCC) to extract voice features and long short-term memory (LSTM), a recurrent neural network (RNN) for
classifcation. Te said approach is validated using the Al-Quran dataset. Te results demonstrate that the proposed system
outperforms the state-of-the-art approaches with an accuracy rate of 97.7%.Tis system will help the Muslim community all over
the world to recite the Al-Quran in the right way in the absence of human help due to similar future pandemics.

1. Introduction

Te COVID-19 pandemic has signifcantly impacted the
whole world causing both unprecedented disruptions and
massive changes in the lives of people. From living and social
lifestyles to business models, all have sufered [1]. Te
geographic distance between countries has reduced while the
social distance between humans has increased [2]. To pre-
vent the spread of COVID-19 infection, diferent countries
took diverse measures, e.g., complete lockdown, work from
home, both religious and educational institutes closure, and
suspension of transport facilities.

Arabic is one of the four major languages which are
widely spoken in the world [3]. Despite the fact that a large
number of people in the world speak the Arabic language,
the problem arises as they speak Arabic in their own ac-
cents which makes it difcult to understand as well as it
changes the meaning in a specifc context. Tese accents

made the appearance of the Arabic language totally dif-
ferent, especially for someone who does not know Arabic
well enough to understand due to the diference in speaking
styles. Like other major languages of the world, Arabic has
its own specifc set of rules called Arabic grammar. Te
correct pronunciation of Arabic alphabets is a real
challenge.

Learning Arabic is not necessary for everyone; however,
for Muslims, it is necessary to learn due to religious binding
to correctly recite Al-Quran which is the sacred book of
Islam. It is composed of 30 chapters, 6,236 verses grouped
into 114 units called “Surahs.”Te reciter of Al-Quran needs
to follow a set of recitation rules called as Tajweed in Arabic
to recite the Al-Quran without errors and ensure the delivery
of the correct meaning of the verses.Te common practice in
Muslim’s society is that the students learn the Quran by
listening to the voice of their instructor, who is a Tajweed
expert (a.k.a Hafz).
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Muslims faced difculty in learning Al-Quran during the
pandemic as it requires face-to-face supervision of teachers
a.k.a. Hafz. It is also possible that these teachers were not
available at all the places. Moreover, many Muslims do not
have access to Hafz and there are others who are elder and
want to learn Al-Quran but feel embarrassed while going to
Hafz to learn Al-Quran. It is also a fact that all Muslim
parents want to make their children an expert reciter of Al-
Quran and ensure that they learn the correct rules of Taj-
weed. However, they do not want to send their children to
Hafz and prefer to have a home tutor. Tese issues accel-
erate the need of a computer-aided system which can replace
the Hafz and is available to everyone.

Te traditional approaches are limited to recite the Al-
Quran using words and verses with Tajweed or speech-
to-text translation. To overcome the issues discussed in the
previous paragraph, a deep learning approach (LSTM-RNN)
using MFCC for voice feature extraction is presented which
helps the reciter in learning Al-Quran by alphabets, words,
and verses with Tajweed. If the reciter reads Al-Quran in the
wrong way, the system notifes the user and asks him/her to
re-recite until acceptable pronunciation level is achieved.
Te proposed system also gives an option to the user if he/
she wants to listen to the recitation of an expert. In this
paper, we present a novel system with enhanced accuracy
and make the following contributions:

(i) New system design: A novel system is designed to
ease Al-Quran reciters to learn Quran accurately
and quickly. Te proposed system helps users to
learn Al-Quran recitation by alphabet, word, and
verses.

(ii) Wrong Tajweed detection: A novel approach to
detect and inform the reciter for wrong Tajweed.

(iii) Mobile application: Amobile application to help Al-
Quran reciter in learning Al-Quran.

(iv) Augmented dataset: If the reciter reads the verse
correctly, his/her voice is also added to the database.

Tis paper is structured in 6 sections. Section 2 presents
related work followed by the proposed methodology in
Section 3. Te experimental design and analysis are pre-
sented in Section 4. Te threats and validity are discussed in
Section 5. Tis paper concludes with Section 6, where results
are discussed and future directions are proposed.

2. Literature Review

2.1. Background

2.1.1. Te Arabic Language and Tajweed Rules. Te Arabic
language is one of the most widely used languages in the
world. It has religious importance because the holy book of
Muslims Al-Quran is also in Arabic language. It has twenty-
eight consonants and three vowels. Te vowels are further
classifed as short and long [4].Tere are multiple challenges
associated with Arabic speech recognition due to its rich
vocabulary, multiple dialects, and diferent accents. Te
main objective of Muslims is to read Quran accurately and

with correct Tajweed rules. Te recitation of Al-Quran
according to correct Tajweed rules is the main diference
between Arabic and Quranic ASR. Tis makes Quranic ASR
more challenging as compared to simple Arabic ASR.
Moreover, the reciter of Quran can add emotions in reci-
tation due to which the sound of phonemes transit from one
acoustic level to the other [4]. Tere are seven famous
recitation styles known as “Qira’at” of Al-Quran. Among
these seven “Qira’at” styles, “Naf” and “Aasim” are the most
famous. Tese styles difer from one another based on
lengthening and shortening of words called as “madd” and
“qasr,” respectively [5].

Tajweed means reciting with correct pronunciation and
according to rules at a normal speed. Tere are well-defned
Tajweed rules for Al-Quran recitation. Reading Quran with
Tajweed rules makes its recognition challenging as com-
pared to the normal Arabic language. Te recitation of the
same verse by diferent reciters also varies from one another
due to the recitation style, Tajweed rules, and use of “har-
akattes.” Some of the Tajweed rules, which may afect the
recitation, are as follows [5]:

(i) Use of “maqams”
(ii) Pronunciation of some phonemes using

nasalization
(iii) Shortening and lengthening of sounds of diferent

phonemes
(iv) Use of “Ghonna” and “Tanween” rules
(v) Rule for combining words

2.1.2. Recurrent Neural Network Model. Te recurrent
neural network (RNN) is a powerful model for sequential
and time series data [6]. It is trained in such a way that their
internal state provides a powerful, general framework to
model time series. Moreover, they also tend to be robust to
temporal and spatial noise [7]. LSTM is a variant of RNN
(Figure 1). It is designed to model temporal sequences. It has
an extra long-term memory and input, output, and forget
gates. At each iteration, these gates try to remember when
and how much information in the memory cells should be
updated [6]. A single LSTM memory cell is shown in
Figure 2.

By keeping in view all the challenges associated with Al-
Quran recitation learning, there must be an expert who can
teach the correct way of reading Quran. Tat expert can be
some Hafz, and in the case of online learning, it can be some
ASR system. A perfect ASR system for Quran learning is
difcult to develop due to the diversity in applying Tajweed
rules and diferent accent of recitation by diferent reciters.

2.2. Related Works. A lot of work has been done to classify
Al-Quran recitation as correct or incorrect based on Tajweed
rules using machine learning (ML). In this regard, Nahar
et al. [4] developed an Al-Quran reader identifcation system
using MFCC [12] for the feature extraction and support
vector machine (SVM) and artifcial neural network (ANN)
for the recognition of a speaker. Al Anazi and Osama [5]

2 Applied Computational Intelligence and Soft Computing



proposed a ML-based model for Quran reciter identifcation
using MFCC, K-Nearest Neighbor (KNN), and ANN. Tey
compared the performance of KNN and ANN classifers for
reciter identifcation. Zerari et al. [13] proposed a system for
recognition of Arabic digits and some of the TV commands.
Tey used MFCC and flter bank (FB) both for feature
extraction and long short-term memory (LSTM) and neural
network (multilayer perceptron (MLP)) as classifers. All the
above works refer to the recognition of simple Arabic
language and Arabic reciter identifcation to classify a reci-
tation as correct or incorrect.

In the literature, there is work on the recognition of basic
Arabic, but there are limited studies to teach the Al-Quran
using machine learning. Alkhatib et al. [8] developed
a mobile application to detect correct or incorrect pro-
nunciation of Arabic words. Tey used MFCC and dynamic
time warping (DTW) algorithm to extract features of sound
and compare the sound of the teacher (stored at the server)
with the learner. Te application classifes the spoken word
as correct or incorrect depending on the results of the
comparison algorithm.

Al-Ayyoub et al. [9] developed a deep learning-based
system to automatically classify a recitation as correct or in-
correct based on the Ahkam Al-Tajweed rules.Teymodeled 8
Ahkam Al-Tajweed rules. Te recitation by a user is compared
with the audio recording dataset using diferent feature ex-
traction techniques such as MFCC, linear predictive code
(LPC), and convolutional deep belief network (CDBN). Finally,
the recitation is classifed as correct or incorrect using diferent
classifers, e.g., SVM and random forest (RF). Tis is just
a classifcation system for recitation. Farooq and Imran [10]
developed a real-time application for mispronunciation de-
tection of Arabic letters according to Tajweed rules. Te

decision of correct or incorrect pronunciation is based on
articulation points of letters. Tey considered 29 letters of
Arabic language and used RASTA PLP for feature extraction
and HMM for training and recognition. Touati-Hamad et al.
[14] applied deep learning algorithm (LSTM) to automatically
authenticate the integrity of the Quran’s verses sequence. Tey
[15] also applied deep learning along with word embedding
techniques to distinguish a Quranic verse from a non-Quranic
Arabic text. Shahriar and Tariq [16] used various deep learning
algorithms (convolutional neural network (CNN), deep ANN,
and LSTM) for the classifcation of the eight popular maqamat
(melodies). Al-Zaben et al. [17] analyzed the heart rate vari-
ability while listening to Quran recitation. However, these
studies do not consider about the accurate recitation of the
Holy Quran.

An automatic speech recognition (ASR) to recognize
individual words from a selected verse of Quran was de-
veloped by Ghori et al. [11] using machine learning. Tey
used MFCC for feature extraction from sound, followed by
a four-layer DNN model. Tis system helps users to listen
a selected verse or a selected word from a particular verse
and transcribe the user’s recitation. Te limitation of this
system is that it is dependent on the accent of a speaker as
this system has been trained using recitation of few speakers.
Te comparative analysis of these studies is summarized in
Table 1. Few studies [18–20] also used deep learning algo-
rithms for Arabic speech recognition and correct pro-
nunciation. Besides these, some studies provide surveys of
Al-Quran and Arabic language recognition [21–23].

Te above literature highlights the fact that these studies
are limited to reciter identifcation by comparing voice
signals and recognition of Arabic language. In this study, we
propose a novel deep learning-based system which helps the
user in reciting and learning the Al-Quran by alphabets,
words, and verses with high accuracy.

3. Proposed Methodology

In this section, the proposed methodology to learn the Al-
Quran is presented. Te proposed system (Figure 3) consists
of 3 main stages, namely, preprocessing, feature extraction,
and testing and training.

3.1. Data Preprocessing. Prepossessing of audio signals is
considered a crucial step for robust and efcient audio
analysis and modeling to transform complicated and noisy
raw audio data into a format that is appropriate for further
analysis [24]. In this step, the quality of the audio signal is
improved by reducing the signal-to-noise ratio, reducing the
noise, and fltering the signal. Te signifcant advantage of
this step is to determine the beginning and ending
boundaries of each word, right organization of information,
the simplifcation of data, and then the simplifcation of
voice recognition.

3.2. Features Extraction. Feature extraction is the process of
obtaining diferent features such as power, pitch, and vocal
tract confguration from the audio signal. In this step,
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features are extracted with a specifc number of values or
coefcients. Tese are generated by applying the MFCC
method on the input audio signal. Te beneft of using
MFCC is that it efectively reduces errors, eliminates all the
redundant data, and generates a strong feature even in si-
tuations where noise is interfering with the signal [25, 26].
Tis method (Figure 4) also converts the unlimited con-
tinuous speech to limited sequence. After that, the audio
signal is converted from time to frequency domain so that its
frequency domain analysis is done. Every human has
a diferent voice frequency, so it is a good option to use the
signal’s frequency domain properties such as the magnitude
and phase to diferentiate between two signals and mea-
suring the similarity ratio between them. Te fast Fourier
transform (FFT) is a function used to convert the signal from
time domain to frequency domain. Apart from using FFT,
the FFT shift is used to circularly shift the values of FFT
around zero so that the FFT is easily understandable.

3.3. Model Training and Testing. After the features are
extracted using the MFCC method, these are mapped into
the ML classifer for testing and training to identify the
correct recitation of the Al-Quran. We used a deep
LSTM-RNN model. Te reason for choosing LSTM-RNN is
that it has proven for signifcant performance when dealing
with sequence data like speech [27–29]. It is a popular re-
current network to store and retrieve memory by using gates
[30]. Te LSTM detects the phonemes in individual words
with higher accuracy and equal efciency. 70% of audio
signals are used for training of the ML model and 30% for
testing. Moreover, if the reciter read the Al-Quran in the
correct way, then the audio signal also becomes a part of the
training dataset.

4. Experimental Analysis

4.1. Experimental Setup

4.1.1. Dataset. In this paper, the dataset is divided into
chapters, Surahs, and verses. Te chapters are stored with
their name in Arabic, whereas Surahs are stored with

metadata, i.e., English name, Arabic name, place of reve-
lation, number of rukoos, number of verses, Surah number,
and number of Sajdas. Te verses are stored with chapter
number, Surah number, and verse number as attributes.

4.1.2. Parameters. Table 2 shows the hyperparameters of the
LSTM model used in the experiments.

4.1.3. Performance Measures. Performance measures are
used to evaluate the proposed system, accuracy, precision,
and recall. Te results for classifcation problems are either
normal case or abnormal, named as positive class or negative
class, respectively. Te prediction results can also be either
true or false, implying correct or incorrect prediction, re-
spectively. Tus, we can categorize classifcation in the
following four possible states:

(i) True positive (TP): correct prediction of
positive class

(ii) True negative (TN): correct prediction of
negative class

(iii) False positive (FP): incorrect prediction of
positive class

(iv) False negative (FN): incorrect prediction of
negative class

Te precision and recall are calculated as follows:

accuracy �
TP + TN

FP + TN + TP + FN
,

precision �
TP

TP + FP
,

recall �
TP

TP + FN
.

(1)

4.1.4. Experimental Environment. All experiments are run
on MATLAB using Android to develop a mobile application
on a personal computer with Intel Core i5, 3.2GHz CPU,
and 16GB RAM.

Table 1: Comparative analysis of existing studies.

Study ASR of verse ASR of word ASR of alphabets Feature extraction Training model
Alkhatib et al. [8] Comparison-based techniques for Arabic language recognition
Al-Ayyoub et al. [9] No No No MFCC, LPC, CDBN KNN, SVM, RF
Farooq and Imran [10] No No Yes RASTA PLP HMM
Ghori et al. [11] Yes Yes No MFCC, DNN DNN
Our study Yes Yes Yes MFCC LSTM-RNN

Final 
Prediction

Classification 
Model

Pre-
processing

Feature 
Extractor

Input 
Sound

Figure 3: Te workfow of the proposed methodology.
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4.2. Results and Discussion. Te user recites the Al-Quran
and an audio signal is generated (Figure 5). Tis audio signal
has infnite voice sequence (Figure 6). To address this issue,
windowing is performed using MFCC to convert unlimited
continuous speech into limited sequence. Te waveform
which is produced after windowing and the corresponding
fnite sequence are shown in Figures 7 and 8.

After windowing of the signal, it is converted from time
to frequency domain for analysis. Te fast Fourier transform
(FFT) is a function used to convert the signal from time
domain to frequency domain. Apart from using FFT, the
FFT shift is used to circularly shift the values of FFT around
zero to extract the voice features. Te signal after applying
FFT is shown in Figure 9.

Te extracted features are given to LSTM to train the
model. Te results in Table 3 show that LSTM achieves an
accuracy rate of 97.7% and 97.6% and F1-score of 97.4%.Te
results are compared to the existing state-of-the-art algo-
rithms and it can be observed that the proposed model
outperforms the existing models.

Te proposed system notifes the user by highlighting the
text in red color, if the user recites (Al-Quran alphabet and
verse) in a wrong way, as shown in Figures 10 and 11, and in
green color if vice versa, as shown in Figures 12 and 13.

5. Threats to Validity

Tis study aims to help Al-Quran reciter to learn the Quran
in the right way. Acquiring a sufcient amount of high-
quality data encompassing diferent recitation styles, ac-
cents, and pronunciations is a challenging task. Also, de-
signing and training a deep learning model that can
accurately recognize and diferentiate various recitation
styles requires a complex architecture. Terefore, there are
few limitations to this work. First, the proposed system is
only able to compare the user’s voice on certain Surahs.

Second, every Arabic word has its own tone due to which it is
a complex task to design a system which can detect diferent
accents. At present, the proposed system is capable of
detecting a single accent which is stored in expert’s voice in
the database. Tird, our system processes single alphabet
isolated words and small verses of selected Surahs of Al-
Quran rather than long verses. Furthermore, the system
could also be trained on a larger scale by adding Arabic
language learning data for pronunciation accuracy. For this,
availability of high-quality, diverse, and well-annotated data
for training deep learning models can be a signifcant
challenge.

Framing and 
Blocking Windowing FFT

Mel ScaleInverse FFTMFCC Coefficients

Audio Signal

Figure 4: MFCC features’ extraction process.

Table 2: Hyperparameters of the LSTM.

Parameters Values
Batch size 32
Learning rate 0.001
Activation Tanh
Optimizer Adam
Epochs 30
Dropout rate 0.5
Train/validation/test split 70%/20%/10%
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Table 3: Comparative analysis of performance measures with state-of-the-art algorithms.

Accuracy Precision F1-score
Al-Ayyoub et al. [9] 96.4% 96.6% 96.3%
Farooq and Imran [10] 98% (only words) — —
Ghori et al. [11] 97.5% — —
Proposed system 97.7% 97.6% 97.4%
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6. Conclusion

Te COVID-19 resulted in the closure of both religious and
educational institutions. Islam is one of the biggest religions
in the world. It is the obligation of every Muslim to learn and
read the Al-Quran being the sacred book. Muslims have to
learn and read the Al-Quran in an accurate way a.k.a Taj-
weed, to ensure the delivery of the correct meaning of
Quranic verses.Tis requires learning the Al-Quran with the
help of an expert which is not physically available during
pandemic.

In this paper, a deep learning-based approach
LSTM-RNN is used to develop the model with MFCC for
voice features extraction which helps the users to learn the
Al-Quran in a correct and efcient way. Te users can learn
by alphabets, words, and verses. Te results show that the
proposed system gives the highest accuracy rate of 97.7%,
precision of 97.6%, and F1-score of 97.4% as compared to
existing algorithms. Also, it diagnoses the wrong Tajweed
accurately and notifes the user to relearn again.

In future, the proposed approach will be processed with
long verses while considering processing of whole Al-Quran.
Moreover, eforts will be made to include more accents to
make our system more reliable and efcient. We will also
train the system for Arabic language learning with accurate
pronunciation.
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