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Te use of short message service (SMS) and e-mail have increased too much over the last decades. 80% of people do not read e-
mails while 98% of cell phone users daily read their SMS. However, these communication media are unsafe and can produce
malicious attacks called spam. Te e-mails that pretend to be from a trusted company to provide “fnancial or personal in-
formation” are phishing e-mails. Tese e-mails contain some links; users might download malicious software on their computers
when they click on them. Most techniques and models are developed to automatically detect these “SMS and e-mails” but none of
them achieved 100% accuracy. In previous studies using machine learning (ML), spam detection using a small dataset has resulted
in lower accuracy. To counter this problem, in this paper, multiple classifers of ML and a classifer of deep learning (DL) were
applied to the SMS and e-mail dataset for spam detection with higher accuracy. After conducting experiments on the real dataset,
the researchers concluded that the proposed system performed better and more accurately than previously existing models.
Specifcally, the support vector machine (SVM) classifer outperformed all others. Tese results suggest that SVM is the optimal
choice for classifcation purposes.

1. Introduction

People are increasingly communicating via cell phone text
messaging. SMS has grown in popularity over the previous
decades. From 2012 to 2022, the average number of SMS sent
each month rose by a stunning 7700%. Other than e-mails,
simple messages are most successful for businesses. Te
reason is that, although 98% [1] of mobile users have read
their SMS before the day’s end, around 80% of e-mails stay
unread (comparison of SMS, 2020). Terefore, it is evident
why the short service message has grown into a billion-dollar
industry [2]. Both domestic and foreign senders send these
messages. According to a report, 68% of cell phone users are
afected by SMS spam, with teens being the most afected
group [3, 4].

Furthermore, unlike e-mails, which beneft from robust
spam fltering, SMS spam fltering is currently inadequate.
Most studies that categorize SMS spam are limited by in-
efcient human-engineered features [5, 6]. Prior knowledge
and subject experience are required for identifying potential
characteristics for correct categorization. Even yet, the
feature selection must be reevaluated based on parameters
such as information gain and signifcance graph.

An iterative time-consuming, error, and trial approach is
to be expected [7–9]. Using deep neural networks is one way
to avoid this wasteful feature engineering process. Deep
learning (DL) is a machine learning (ML) approach that uses
multiple layers of information processing to automatically
categorize patterns. It involves unsupervised learning to
extract features and iterative self-training to reduce
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categorization errors. Te increased use of social networks
and Internet online transmission has set of an important
section of our everyday lives. E-mail is a popular medium for
formal and commercial communication due to its ease of
use, speed, and dependability. Spam e-mails were rapidly
increasing in popularity as e-mail became more popular.
Detection of automatic spam is not a current issue [10];
businesses and frms are constantly looking for methods to
improve their users’ experiences to protect their PCs against
potential damage if viruses were included in spam e-mails.
Moreover, it helps in the conservation of network resources
and time. Communities of ML and natural language pro-
cessing (NLP) have been attracted to solve this problem and
have provided various detections of spam datasets and train
models to analyze the complete record [11]. Although be-
cause it is built on the Internet, security issues will auto-
matically arise at several levels, which hackers and
malevolent groups might use to achieve various goals in
terms of theft of identity and fnancial revenue. Tis system
is vulnerable to various attacks due to its weaknesses and
characteristics, which makes it a target for commercial
spammers worldwide. According to a study conducted in
2014, spam e-mail is a signifcant threat to e-mail systems, as
it generates data trafc that is expected to account for nearly
90% of all e-mail trafc [12]. Furthermore, almost 236 billion
e-mails were sent in 2018 daily [13] with 53.5% of them being
spam. Every day, over 320 billion spam e-mails are gener-
ated, and this medium is used to spread 94% of malware.Te
total loss was predicted to be twelve billion dollars because of
spam e-mails sent to business e-mail subscribers [14]. Fig-
ure 1 explains that according to the Statista reportof 16th
January 2023, within one day worldwide country, a huge
number of spam e-mails were transferred to the U.S. around
8.6 billion and Czechia and the Netherlands ranked second
and third, with 7.7 and 7.6 billion, respectively.

Tere are fve main categories of spam [16]: mobile
spam, messaging spam, e-mail spam, SEO spam, and social
networking spam. Figure 2 describes common e-mail spam
types. According to a virus analysis, 94% ofmalware was sent
via e-mail. Most spam e-mails have an attachment, and 45%
of those attachments are Ofce doc fles. Windows programs
came in second, with 26%, as another method of virus
transmission via spam e-mail.

Communication media such as SMS and e-mail facilities
play an important character in facilitating information
sharing and access in the 21st century. As a result, the mobile
phone, a wonderful technical creation for transmission, has
become a vital part of people’s lives, and it is made up of
numerous components that serve as a means of commu-
nication. SMS is one of its most often utilized components
nowadays. It enables customers of the Global System for
Mobile Communication Association (GSMA), Time Di-
vision Multiple Access (TDMA), and Code Division Mul-
tiple Access (CDMA) mobile networks to transfer messages
of up to one sixty characters using a “save, forward” protocol
[18]. Other transmission mechanics, such as cell phone
banking apps, special apps, networking social apps, and
health of initiatives apps, have all communicated with app
users via e-mail and text messages. According to the GSMA

projection study [19], 3.8 billion people worldwide utilize the
smartphone Internet.

According to another poll [20], the most common ac-
tions by cell phone owners 91% and 90%, respectively, are
obtaining SMS and e-mail messages. Te widespread use of
SMS and e-mail for communication has made them vul-
nerable to malicious attacks, such as spam. To combat this,
various artifcial intelligence (AI) algorithms, including
DL, are used to identify and analyze potential threats.
Trustworthy third-party cash physical unclonable function
(PUF) protocols also support AI to enhance security, in-
crease productivity, and isolate digital currency [21]. Spam
detection has become an essential challenge in the rapidly
evolving digital world. Previous studies focused solely on
ML or DL models for spam detection, without comparing
their efciency. In contrast, this study explores classifers
from both ML and DL to identify the most efective model
for detecting SMS and e-mail spam. Tis paper utilizes
machine learning classifers such as random forest (RF),
multinomial Naı̈ve Bayes (NB), support vector machine
(SVM), and the deep learning algorithm convolutional
neural network (CNN). Tese classifers are applied to SMS
and email datasets for performance assessment based on
chosen metrics. TensorFlow, a library of Python, was ap-
plied to conduct the proposed research. We hope that this
comparative analysis will be helpful to practitioners and
scholars who are trying to improve spam detection in
a wide range of digital communications.

Te remaining research work is planned as Section 2
provides a review of existing research on the detection of
spam in SMS and e-mail messages. Section 3 outlines the
methods and materials used in this study to achieve the
results. Section 4 presents the fndings and ofers a detailed
discussion. Te paper concludes with Section 5.

2. Literature Review

Te following image data provide a comprehensive over-
view of the global spam landscape. Data on spam problems
across various communication channels are presented in
this article. With Cameroon leading the list of nations
afected, spam SMS is still a serious issue. Tere are now
6.648 billion cell phone users worldwide or 83% of the
world’s population. Russia emerges as the top source of
outgoing spam, with billions of spam e-mails being sent
every day. In addition, China has the most live spam
problems, which demonstrate the need for more efective
antispam eforts in impacted areas. Figure 3 explains that
according to the Truecaller report, the world’s top twenty
countries are afected by spam SMS in 2022, and Cameroon
tops the list with the most average spam SMS per user per
month. Most of these countries are in Africa, indicating
that spam SMS is a signifcant problem across the African
continent.

Figure 4 describes the total number of cell phone users
worldwide. In accordance with statistics, the present cell
phone global user population is almost 6.648 billion, which
shows that 83% of the world population has a cell phone.
Since “2016,” this statistics has increased when only 3.668
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billion users were there, accounting for 49% of the pop-
ulation of the world at that time.

Figure 5 describes that according to the secure list report,
leading countries of outgoing spam, Russia tops the list with
the largest source of spam with 23.5%, Germany second with
11%, and the U.S. third with 10.85%.

Figure 6 describes that from the 2021 spam has report
regarding spam, it is indicated that China has the highest
number of live spam issues. Te issue of spamming becomes
a huge problem when a country or state fails to take any
action to address it. Simply, we can say that antispam issues
are inadequate or nonexistent in these countries.

A few years back, scientists of computers were given
various machine learning methods to separate spam from
nonspam [24–36]. To mobile phone text messages, these
works are not only limited but also include web spam e-mail
[37] and spam on social media networks such as Facebook
and Sina Weibo [26, 38–41]. A detailed literature review of
previous studies is described below.

In a recent study presented by the authors in [42], the
Näıve Bayes approach, K-nearest neighbor, and reverse
DBSCAN algorithms are used to identify text and image-
based spam e-mails. Before performing algorithms, the
Enron corpus’ e-mail dataset content is preprocessed using
several feature extraction approaches such as Black and
Whitelisting and utilizing the Tesseract Open Source Library
developed by Google. Te accomplishment of these three
algorithms is dependent upon 4 factors that are correctness,

accuracy, sensitivity, and specifcity, with all algorithms
achieving good results.Tese providedmethods allow text in
special fonts only. Researchers in [43] created a spam e-mail
separation model using a high-level integration algorithm
and then used SPEMC-11K to isolate the combination of
BoW encodings and term frequency-inverse document
frequency (TF-IDF) with support vector machine (SVM)
classifers, logistic regression (LR), and Näıve Bayes (NB).
Te experienced results describe that TF-IDF with NB scans
e-mails at 2.13ms for the fastest spam classifcation and term
frequency-inverse document frequency that is associated
with SVM for best micro F1 performs 95.39%.

In another work created to identify shocking messages,
the authors in [44] presented a model called “S-detector.”
Te given system consists of four modules. Te frst module
is a determinant to classify and block. Te second module is
an analyzer to identify the short message service content.Te
third one is text messages of spam. Te latter is an SMS data
storage website. Te partitioning algorithm used in this
model is NB. Researchers have introduced a law-abiding
classifcation system to identify phishing SMS.Teir method
analyzes nine laws that can detect and distinguish SMS
phishing from it. Te authors revealing a 92% true level and
99% negative rating [45] carried out the following results. In
a recent work [46], a feature-based method for spam
message detection was described. Tis method removes 10
characteristics that the author claims can discriminate be-
tween fake and ham signals. Following that, the features were
applied to a benchmarked dataset using fve grouping
methods to evaluate the performance of the suggested
technique. According to the experimental tests, the model
can detect stamped messages and can obtain a total accuracy
of 98.74% with a positive accuracy rate of 94.20%.

In another study on the same problem, the authors in
[47] introduced a model called “SmiDCA” which was for
detecting spam messages using machine learning methods.
Te authors choose to apply correlation methods in the
model. Tey used four diferent techniques to get the 39
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Figure 2: Common spam e-mail types [17].
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Figure 1: Worldwide daily spam e-mails [15].
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most important elements from smishing messages, and
machine-learning separators are used to test the efciency of
their model. Te four classifers were as follows: SVM,
random forest, decision tree, and AdaBoost are all examples
of machine learning algorithms. Te experiential evaluation
of this model’s accuracy, using the random forest classifer,
was 96.4%. Another relevant study [48] suggested a model-
based vector support system to distinguish between phishing
and nonphishing e-mails. Te author aimed to increase the
model’s performance by identifying the optimal parameter
confguration, as SVM’s performance is highly dependent on
its parameters. A parameter search technique was developed
specifcally for SVM to achieve this objective. SVM was used
in this work since it can provide improved predicted ac-
curacy with a small number of samples. Tey have con-
centrated all their eforts on simply improving the detection
accuracy. In the training phase, this system has time com-
plexity. A detection system should be concerned not just
with prediction accuracy but also with timely performance.

To identify striking messages with a reduced level of the
false positive rate, researchers in [49] introduced a model
named “Smishing Detector.” Spam is a new type of

cybercrime, and its name is a portmanteau of SMS and
phishing. Te presented model consists of 4 modules. Te
system described in the study consists of four modules, each
with a specifc function. Te frst module utilizes the NB
classifcation algorithm to detect harmful content and
identify the message’s text. Te second module identifes
URLs within the messages, while the third module focuses
on identifying the source code of websites linked in the
messages. Te researchers report that the system got an
accuracy of 96.29% in their analysis.

Te authors proposed a spam detection approach based
on support vector machines (SVMs) that achieved 94%
accuracy [50]. To reduce the number of textual features, they
employed a semantic feature selection methodology that
used WordNet ontology and several semantic-based algo-
rithms and measures. Tey also used analysis of principal
components and correlation feature selection (CFS) to
identify the most informative features. Compared to other
classifers such as J48, NB, RF, and radial basis function
networks, logistic regression yielded the highest accuracy. In
a recent study presented in [51], deep learning was proposed
as an efective technique for diferentiating between spam
and nonspam messages. Te proposed approach involved
combining two deep learning architectures, namely, CNN
and LSTM, with the aim of accurately categorizing messages
and distinguishing between spam and nonspam messages.
Tey evaluated the suggested approach’s performance to that
of several ML methods such as stochastic gradient descent,
logistic regression, gradient boosting, RF, and NB. Te
fndings demonstrated that the LSTM and CNN models
perform best when it is balanced with other models of
machine learning.

Tis study [52] used the term frequency-inverse docu-
ment frequency approach in conjunction with a classifer of
RF and got 97.5% accuracy. Tis approach quantifes the
words in a document by combining two measures: inverse
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document frequency and term frequency. In the study in
[53], the authors used four machine learning classifers for e-
mail spam fltering: decision trees, LR, NB, and RF, and
obtained an accuracy of 97% with the RF classifer. Re-
searchers developed various machine learning strategies and
obtained 97% accuracy with SVM [54]. Te authors in [55]
introduced a hybrid classifer for sentiment analysis and
SMS spam classifcation. Te approach involves pre-
processing the datasets and using Word2vec data

augmentation to extract features. Authors used six diferent
feature selection methods and equilibrium optimization
(EO) to select the optimal set of features, which were then
used to train a hybrid classifer based on KNN and SVM. To
enhance accuracy, the optimization algorithm rat swarm
optimization (RSO) was used to optimize the network pa-
rameters. AFINN and SentiWordNet were used for the
sentiment analysis. Te performance of the proposed
framework was evaluated on three benchmark datasets, and
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it achieved a high spam detection accuracy of 99.82% on the
spam dataset.

Multiple deep neural network models for spam message
classifcation using Tiago’s dataset have been introduced in
the study in [56]. Te initial step involves preprocessing the
messages in the dataset by lowercasing the text, tokenizing,
lemmatizing, and removing numbers, punctuations, and
stop words and also utilizing two deep learning models with
simpler architectures, namely, CNN and a hybrid model,
that combine the CNN with long short-term memory
network (LSTM) for classifcation. To improve the accuracy
of these models, they integrated two-word embedding
techniques, binary unique number of word (BUNOW)
method and glove, which are commonly used in the sen-
timent analysis but can also be applied to text classifcation.
Te maximum accuracy of 98.44% was achieved by CNN,
LSTM, and BUNOWmodels after 15 iterations, with a 70%–
30% train-test split.

Te authors in [57] proposed an ensemble system for
detecting e-mail spam using bagging and boosting tech-
niques in machine learning. Te Ling-Spam Corpus dataset
was used for experimentation. Te system uses a combina-
tion of the multinomial Näıve Bayes (MNB), J48 decision
tree classifers, and then applies the AdaBoost algorithm to
convert weak classifers into strong ones. Te study con-
ducted three distinct trials and compared their results. In the
frst trial, individual classifers were employed, while the
second trial utilized a bagging approach, and the third ex-
periment implemented a boosting approach. Evaluation
metrics were used to determine the efectiveness of the
ensemble methods in comparison to the individual classi-
fers. Overall, the study successfully presented a method for
detecting e-mail spam.

Researchers in [58] presented a novel framework for
identifying spam images. Te study focused on analyzing
two categories of images: spam images containing unwanted
or harmful content and ham images that were free from
such content. Te proposed approach used various pre-
trained deep learning models, including InceptionV3,
DenseNet121, ResNet50, VGG16, and MobileNetV2, to
detect and flter out spam images. Using common test
datasets as the Dredze dataset, the image spam hunter
(ISH) dataset, and the improved dataset, the performance
of the suggested technique was evaluated. Tey enhanced
accuracy by specifcally substituting a support vector
machine (SVM) classifer for the fully connected layer of
pretrained models. With 99.87% accuracy, 99.88% area
under the curve (AUC), 99.98% sensitivity, 99.79% pre-
cision, and a 98.99% F1-score, the experimental fndings
showed that the ResNet50 model performed the best and
the ISH dataset’s computational testing took between one
and two seconds.

Te authors in [59] presented a new approach to spam
classifcation that utilizes passive-aggressive spectrum al-
gorithms with genetic optimization.Te proposed algorithm
was compared to existing methods for spam classifcation
and is shown to be robust. Te study also investigated the
impact of hyperparameters on classifcation accuracy. Te
spam SMS dataset, spam review dataset, and Twitter spam

dataset were used to evaluate the proposed algorithm, with
80% of each dataset used for training and 20% for testing.
Te experimental results show that the suggested method
outperformed benchmark standard algorithms for spam
classifcation in terms of accuracy, precision, and recall
scores.

Te authors in [60] presented a model based on the back
propagation algorithm and its variant with momentum to
identify spam. To increase classifcation performance, the
researchers used SGO to tune the model. For both “clus-
tering and classifcation purposes,” neural networks are
used to deal with any sort of data such as audio pictures and
text. Back propagation has one downside in that it requires
more repetitions, which increment computation time. Te
authors made nomention of reducing outliers, even though
outliers have a signifcant infuence on textual datasets, and
normalization techniques frequently increase variance
among data points. Tey just added two secret layers.
Hidden layers with fewer numbers always do not give better
performance.

A unique technique for screening spam SMS is based on
two techniques of data mining. Te frst one is Näıve Bayes
and the second one is frequent pattern (FP) growth [61]. Te
FP growth method is used to extract frequent item sets from
text messages, while a classifer Näıve Bayes is used to
categorize the messages and remove spam. Te experiential
results that were carried out by researchers on this technique
yielded an average accuracy of 98.5%.

Table 1 summarizes the literature review based on the
techniques used, the dataset, and with results. In most of the
approaches, machine learning techniques have been used.
Most of the techniques have demonstrated results on private
datasets, whereas few approaches use benchmark datasets.
Accuracy for most of the techniques is good due to the
limited size of the dataset. Te comparative study of the
literature is described as follows.

3. Proposed Methodology

Tis study follows a structured methodology consisting of
fve distinct phases to investigate the efectiveness of
a classifcation model on a given dataset. Te frst phase
involves data collection, where relevant data are gathered
from a reliable source in an appropriate format. Te second
phase is data preprocessing, which involves cleaning and
preparing the data for analysis by handling missing data,
removing duplicates, and transforming the data into
a consistent format for feature extraction. Te third phase is
feature extraction, where the most important features are
identifed and transformed into a suitable format for the
classifcation model. In the fourth phase, the dataset is split
into training and testing sets to evaluate the model’s per-
formance, while in the ffth and fnal phase, a suitable
classifcation algorithm is chosen and trained using the
selected features and the training data to optimize its per-
formance in predicting the target variable. Te resulting
output of this methodology is a well-trained classifcation
model that accurately predicts the target variable based on
the selected features.
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3.1. Data Collection. A spam-based SMS and e-mails from
Russia were used in this study. Te dataset was taken from
Kaggle [62]. 58 attributes may be found in the machine-
learning repository where one feature (nine) is a dependent
attribute and 57 independent attributes. Te SMS dataset for
the study is divided into two groups: spam and nonspam.
Spammessages have been validated and are guaranteed to be
spam (750). 4250 messages in the nonspam group are
certainly not spam. Similarly, spam e-mails are 600 in
number, and nonspam e-mails are 4400. Tese e-mails are
not spam and they do not have any suspicious spam sig-
natures. Tere are a total of 5000 text messages and 5000 e-
mails, comprising roughly a spam ratio of 31% determined
from a public corpus [63]. Tables 2 and 3 summarize the
SMS and e-mail spam dataset that was taken from Kaggle. In
Table 2, the dataset contains 750 spam and 4250 nonspam
messages. Te dataset is split into 67.67% instances as
training and the remaining as a test set. In Table 3, the
dataset contains 600 spam and 4400 nonspammessages. Te
dataset is split into 65.67% instances as training and the
remaining as a test set.

3.2. Data Preprocessing. Data preprocessing is a fundamen-
tal stage in the development of a machine-learning model
that involves preparing raw data for use. Real-world data are
often noisy, contain missing values, and are not in a suitable
format for direct use in machine-learning models.Terefore,
data preprocessing is a necessary step that involves cleaning
and transforming the data to enhance the efciency and
accuracy of the machine-learning model.

Figure 7 represents the preprocessing with all steps, such
as tokenization, lowercasing, normalization, and stemming,
that were involved. Te whole process mentioned in the
fgure starts when the spam data are added to the database
and then the database starts preprocessing stepwise.Te data
are purifed after each stage, and when the procedure is
complete, it is prepared for the next step. All the functions of
the proposed model are performed on these data.

3.3. FeatureExtraction. All humans can use feature selection
and feature extraction procedures. For learning algorithms,
however, it is an issue of feature extraction in machine
learning and selecting a subset of input variables on which to
focus while disregarding the rest. In other words, it has an
impact on feature extraction techniques’ dimensionality
reduction. ML is a valuable tool for conducting a study, and
ensuring the accuracy of the ML model depends on me-
ticulous inspection and preprocessing of the data fed into the
algorithm. Te bag-of-words (BoW) and term frequency-
inverse document frequency (TF-IDF) procedures are two of
the most common text preprocessing methods. Feature
extraction approaches BoW and TF-IDF are both defned as
follows.

3.3.1. BoW. A bag-of-words is a text representation that
simply describes the occurrence of words within a docu-
ment. Te phrase “bag” refers to how words are thrown

together in a bucket without regard for their structure in
a sentence. Te bag-of-words method completely disre-
gards the relevance of a single word within a phrase, which
is a signifcant disadvantage in the feld of NLP. Mathe-
matically, the BoW representation of a document can be
represented as a vector as shown in the following
equation:

V � w1, w2, . . . , wm􏼂 􏼃, (1)

where V is the text’s vector representation. Te individual
words in the vocabulary are represented by the letters w1,w2,
and wm (m being the total number of unique words in the
vocabulary).Te words’ counts in the text are represented by
the elements of the vector V (1, 2, . . ., m).

3.3.2. TF-IDF. Te “TF-IDF” approach is an alternative to
the bag-of-words method, and it is based on the as-
sumption that a document’s ability to be useful is reduced if
it contains more frequent words. Each word is given
a diferent value by the approach to refect the term’s
relevance in its context. Simply multiplying the term fre-
quency and the inverse document frequency yields the so-
called TF-IDF value. Te TF-IDF weight of term t in
document d is given by the product of its term frequency tf
(t, d) and inverse document frequency idf (t), as repre-
sented as follows:

tf − idf(t, d) � tf(t, d)∗ idf(t). (2)

Te term frequency tf (t, d) of term t in document d is
a measure of how frequently the term t appears in doc-
ument d. It is calculated as the number of times term t
appears in document d divided by the total number of
terms in document d. Te inverse document frequency idf
(t) of term t measures how important the term t is in the
collection of documents. It is calculated as the logarithm
of the total number of documents in the collection divided
by the number of documents that contain the term t.
Multiplying the TF-IDF weighting scheme gives higher
weights to terms that appear frequently in a document but
rarely in the collection of documents and lower weights to
terms that appear frequently in both the document and
the collection.

3.4. Data Splitting. In this step, the SMS dataset is divided
into a 67.66% training set and a 32.33% testing set. Tis stage
divides the e-mail dataset into a 65.66% training set and
a 34.33% testing set. Te model will be trained using the
training set, and its efectiveness will be validated using the
testing set.

3.5. Classifcation. Te training and testing sets are given the
classifcation algorithms to determine if an e-mail is spam or
not and to categorize the message as Spam or Not-Spam
diferent classifers such as NB, RF, SVM, and CNN are used.
Following are the details of the architecture of the models
that we used in our study.
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3.5.1. SVM Classifer

(1) Margin-Based Classifcation. Te SVM binary classif-
cation algorithm aims to identify the best hyperplane that
maximizes the margin between data points belonging to
various classes.

(2) Kernel Trick. Using kernel functions which automatically
transfer the input data into a high-dimensional space where
linear separation is achievable, the SVM can be expanded to
handle nonlinearly separable data.

(3) C-Support Vector Classifcation. In this study, we used the
C-Support Vector Classifcation version, which allows a soft
margin, allowing certain misclassifcations to strike a com-
promise between maximizing the margin and minimizing
classifcation mistakes.

(4) SVMEquation. To discriminately classify data points, this
classifer seeks to fnd a hyperplane in an N-dimensional
space. As a result, they can be characterized in high-
dimensional feature space using a linear function. Te
SVM is a classifcation and regression prediction approach
that employs ML theory to improve predictive accuracy
while preventing data overftting [64]. Te following is an
example of how to express the SVM’s mathematical
classifcation:

y(x) � w
Tx

+ b, (3)

where for a given input feature vector x, y(x) is the output
(prediction) of the SVM. Te weight vector of the hy-
perplane, w, is parallel to it. X is the input feature vector,
while T stands for the transpose of the vector w. Te hy-
perplane’s ofset from the origin is represented by the bias
term or b.

3.5.2. NB Classifer

(1) Probability-Based Classifcation. Näıve Bayes is a proba-
bilistic classifer built on the Bayes theorem, making it es-
pecially efective for classifying texts.

(2) Multinomial Distribution. For discrete data, such as word
frequencies in textual texts, the Multinomial Näıve Bayes
version is utilized.

(3) Probability Estimation. Based on the frequency of oc-
currence of terms in the training data, the model calculates
the probabilities of each class (spam and nonspam).

(4) Conditional Independence Assumption. To make prob-
ability calculations easier, the “Näıve” assumption in Näıve
Bayes assumes that each word’s occurrence is independent
of other words given in the class label.

Table 3: Statistics of mail spam dataset [62].

No. of messages Percentage
of messages (%) Training set (%) Testing set (%)

Spam 600 12.5
65.67 34.32Nonspam 4400 87.5

Total 5000 100

Input

Kaggle
SMS & Email (Dataset)

• Bag of Words (BOW)
• Term Frequency-Inverse

Document Frequency (TF-IDF)

Data Preprocessing

• Stemming
• Normalization
• Tokennization

• Precision
• Recall

• F1-Score
• Accuracy

• Naive Bayes (NB)
• Random Forest (RF) • Training

• Testing• Support Vector Machine (SVM)
• Convolutional Neural Network (CNN)

Feature Extraction

Performance Evaluation
Metrics

Classification Data SplittingOutput

Predicted
Spam or not Spam

Figure 7: Proposed model.

Table 2: Statistics of SMS spam dataset [62].

No. of messages Percentage
of messages (%) Training set (%) Testing set (%)

Spam 750 14.5
67.67 32.32Nonspam 4250 85.5

Total 5000 100

Applied Computational Intelligence and Soft Computing 9



(5) NB Equation. Te NB algorithm is a supervised learning
technique that is both convenient and simple, allowing for
the rapid development of machine-learning models that
produce accurate predictions. Te NB algorithm is a prob-
abilistic classifer that generates predictions based on the
probability of the input data. It is commonly used for tasks
such as article classifcation, spam fltering, and sentiment
analysis. Te mathematical equation for the Näıve Bayes
classifer can be expressed in the following equation:

p
c

d
�

(P(c) ∗ P(d | c)

P(d)
, (4)

where the conditional probability of event c occurring given
that event d has already happened is represented by P(c | d).
Before taking into account any evidence, P(c) represents the
prior probability of event c occurring. P(d | c) is the con-
ditional possibility of event d happening given that event c
has already happened. Te possibility of event d occurring is
expressed as P(d) (evidence).

3.5.3. RF Classifer

(1) Ensemble of Decision Trees. Random forest is an
ensemble-learning technique that combines various decision
trees to produce predictions. It is an ensemble of
decision trees.

(2) Decision Tree Architecture. To support a variety among
the individual trees, the random forest builds each decision
tree using a diferent subset of the training data and
attributes.

(3) Random Feature Selection. A random subset of char-
acteristics is taken into consideration for splitting at each
node of the decision tree, lowering the possibility of over-
ftting and enhancing generalization.

(4) Voting Mechanism. A majority voting mechanism is
often used to aggregate the predictions of various decision
trees to get the fnal prediction of the random forest.

(5) RF Equations. Random forests are an ensemble technique
for classifcation. To evaluate the importance of variables
in a classifcation task, random forests are utilized [65].
For classifcation, the output of the random forest is
a probability distribution over the classes, where the
probability of each class is given by the fraction of trees
that vote for that class. For a given input vector x, let Y be
the output variable to be predicted, and let the random
forest consist of M decision trees. Te output of the
random forest for classifcation is represented in the
following equation:

p Y �
k

x
􏼠 􏼡 �

1
M

􏼒 􏼓∗ sumM
i�1{ } pi Y �

k

x
􏼠 􏼡􏼢 􏼣, (5)

where p_i (Y� k | x) is the probability assigned to class k by
the i-th decision tree, and the sum is taken over all decision
trees in the forest. For regression, the output of the random

forest is the mean prediction of the individual trees as shown
in the following equation:

f(x) �
1

M
􏼒 􏼓∗ sumM fi(x)[ ]

i�1{ } , (6)

where f_i(x) is the prediction made by the ith decision tree,
and the sum is taken over all decision trees in the forest.

3.5.4. Convolutional Neural Network

(1) Overview of the Architecture. Te CNN utilized in this
study is a feed forward neural network that was created
primarily to process sequential input, making it appropriate
for text-based tasks such as SMS and e-mail spam detection.

(2) Input Layer. Te CNN’s input layer accepts sequences of
tokens, each of which stands for a word or letter in the text.
Te length of the tokenized sequences is correlated with the
dimensionality of the input layer.

(3) Convolutional Layers. Te CNN is made up of several
convolutional layers, each of which is made up of flters
(kernels) that move over input sequences to extract feature
maps. Tese flters capture local patterns and textual fea-
tures. Te CNN processes data by fltering it and is dis-
tinguished by its capacity to adjust the flters during training.
Even when dealing with massive datasets, the results may be
fne-tuned in real-time.

(4) Activation Functions. After each convolutional layer, we
used rectifed linear unit (ReLU) activation functions to
bring nonlinearity into the model, allowing it to learn
complicated representations.

(5) Pooling Layers. We employed max pooling layers to
minimize dimensionality and computational complexity by
extracting the maximum value from each feature map,
downsampling the representations.

(6) Fully Connected Layer. Following the pooling and
convolutional layers, we added one or more fully connected
layers to process the recovered features and produce fnal
predictions.

(7) Output Layer. Te CNN’s output layer generates clas-
sifcation results, showing the likelihood of the input being
spam or nonspam (ham) using a sigmoid activation
function.

4. Results and Discussion

In this section, we have used the Kaggle dataset containing
5000 SMS and 5000 total e-mail instances. For experi-
mentation, the proper steps are followed as previously
mentioned in the fgure of the proposed model for this
research. Firstly, the two datasets taken from Kaggle were
passed through a preprocessing phase to remove un-
necessary outliers to normalize the data. Later, certain
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techniques such as BoW and TF-IDF feature extraction were
done. Furthermore, the extracted features from the datasets
were passed onto diferent models of ML (SVM, NB, and RF)
and deep learning (CNN). A model trained on each classifer
has given diferent results regarding their performance and
efciency. After the model training phase, the evaluation of
the model upon each classifer is done using certain per-
formance evaluation metrics (accuracy, precision, recall, and
F1-score).

4.1. Performance Evaluation. We employed well-known
classifcation metrics such as precision (P), recall (R), F1-
score (F1), and accuracy to evaluate the performance of the
proposedmodel. Precision (P) is defned as the percentage of
times the right spam SMS is returned in a certain situation,
whereas true positive (TP) indicates that the model suc-
cessfully predicted the correct type. When a model predicts
the correct type incorrectly, it is said to be false positive (FP).
Te calculated precision is shown as follows:

Precision �
TP

TP + FP
. (7)

Recall (R) is a metric used to measure the percentage of
actual spam SMS that a model accurately predicts. False
negative (FN) demonstrates that the model accurately an-
ticipated the mistaken sort. It can be defned mathematically
using the following equation:

Recall �
TP

TP + FN
. (8)

F1-score (F1) is defned as the harmonic mean of pre-
cision and recall. Te harmonic mean gives more weight to
low values as shown in the following equation:

F1 − Score �
2∗ (Precision∗Recall)

(Precision + Recall)
. (9)

Te F1-score is particularly helpful in situations when
there is an imbalance between the amount of positive and
negative instances in the dataset because it uses the har-
monic mean. It is a balanced metric that considers both false
positives and false negatives because it considers both
precision and recall.Te F1-score has a range of 0 to 1, with 1
denoting perfect precision and recall and 0 denoting zero
precision or recall. In conclusion, the F1-score ofers a single
metric for evaluating the model’s performance, allowing
both precision and recall and is particularly helpful when the
dataset contains classes with imbalanced representations.

Accuracy is a metric used in machine learning to
measure the proportion of correctly predicted spam mes-
sages among all messages. Equation (10) is commonly used
to calculate accuracy.

Accuracy �
TP + TN

TP + TN + FP + FN
, (10)

where the number of instances that were accurately iden-
tifed as positive (in this case, correctly anticipated spam
messages) is known as the true positive (TP) rate. Te
number of instances that were accurately identifed as

negative (in this case, correctly anticipated nonspam SMS
messages) is known as the true negative (TN) rate. Te
number of instances where nonspam messages were mis-
takenly labeled as spam is known as false positives (FP). Te
number of instances where spam messages were mistakenly
labeled as nonspam is known as false negatives (FN).

4.2. Results Using ML and DL Approaches. Te results of
implementing ML and DL algorithms on e-mail and SMS
datasets are presented in this section. Te results of diferent
ML and DL classifers are depicted below through graphical
and pictorial representation for spam and nonspam classes
on both these datasets. Tables 4–7 give the detailed per-
formance evaluation corresponding to each classifer, and
Figures 8–11 show the overall confusion matrix for SMS and
e-mail spam detection of both the datasets separately.

On the SMS dataset, Table 4 illustrates the performance
of machine-learning classifers. Te dense SVM outperforms
all other machine-learning classifers, as evidenced by the
three measures utilized in this study. Similarly, Table 5 shows
the results based on the e-mail spam dataset using diferent
ML and DL classifers on the unbalanced dataset. Due to the
frequently unbalanced distribution of classes in real-world
data, it is typically not possible to have a balanced dataset
during testing operations. In the majority of cases, it is
crucial for the model to gain knowledge from the actual data
distribution it would come across in practical applications.
Testing on a balanced dataset might not be a good repre-
sentation of the difculties the model would encounter
in use.

Finally, Tables 6 and 7 show that the given machine-
learning strategy for this study outperforms other current
spam detection techniques.

4.3. Comparison Analysis of Algorithms. Figure 12 describes
the accuracy comparison of algorithms, and it shows that the
SVM has the best accuracy both in SMS and e-mail spam
detection. Te SVM has given better accuracy because it can
give better accuracy for certain types of problems due to its
ability to handle nonlinear separation, be robust to outliers,
have a regularization parameter, and maximize the margin
between the decision boundary and support vectors. Te
SVM algorithm has outperformed in terms of clear class
separation, which can be attributed to the factors mentioned
earlier.

4.4. Comparison Analysis with Existing Models. Here is the
short comparison analysis of our paper that how it is better
than other models. Figure 13 shows the comparative analysis
of others with our model. In some papers, most researchers
have achieved a good accuracy but they have a very short
dataset, also they have not performed experiments on both
spam SMS and e-mail datasets or they did not use both
algorithms of ML or DL. Some performed experiments only
on spam SMS dataset and some performed experiments only
on spam e-mail datasets and some have not even defned
whether they are performing experiments on spam SMS or
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spam e-mail. Some have defned their datasets but most of
them did not defne their datasets. Previous studies focused
solely on ML or DL models for spam detection, without
comparing their efciency. In contrast, this study explores
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Figure 8: Overall confusion matrix for detection of spam and
nonspam SMS on dataset-I.
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Figure 9: Overall confusion matrix for detection of spam and
nonspam e-mail on dataset-I.
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Figure 10: Overall confusion matrix for detection of spam and
nonspam SMS on dataset-II.

Table 4: Unbalanced dataset results using several classifers on
spam SMS.

Classifer Class Precision (%) Recall (%) F1-score (%)

SVM Spam 198.3 81.9 89.5
Nonspam 183.8 98.4 91.2

CNN Spam 195.2 76.2 85.2
Nonspam 181.4 97.0 88.1

NB Spam 155.0 65.0 59.7
Nonspam 155.1 47.0 50.7

RF Spam 158.0 45.0 50.8
Nonspam 155.0 67.7 60.8

Table 5: Unbalanced dataset results using several classifers on
spam e-mail.

Classifer Class Precision (%) Recall (%) F1-score (%)

SVM Spam 97.3 82.9 88.5
Nonspam 82.8 97.4 92.2

CNN Spam 96.2 75.2 84.2
Nospam 82.4 96 87.1

NB Spam 65 75 69.7
Nonspam 65.1 57 60.7

RF Spam 68 49 51.8
Nonspam 65 68.7 62.8

Table 6: Results using several classifers on spam SMS.

Classifer Class
Prediction (%)

Accuracy (%)
Spam (%) Nonspam (%)

SVM Spam 31 10.9 99.6Nonspam 27 11.3

NB Spam 24 11.6 75Nonspam 21 11.9

RF Spam 21 11.9 68Nonspam 21 11.9

CNN Spam 20 25 66.4Nonspam 20 25

Table 7: Results using several classifers on spam e-mail.

Classifer Class
Prediction (%)

Accuracy (%)
Spam (%) Nonspam

SVM Spam 41 11.9% 95Nonspam 37 12.3%

NB Spam 34 12.6% 72Nonspam 31 12.9%

RF Spam 12.1 21.9 80.5Nonspam 12.1 21.9%

CNN Spam 12 35% 78Nonspam 12 35%
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Figure 11: Overall confusion matrix for detection of spam and nonspam e-mail on dataset-II.
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Figure 12: Accuracy comparison of ML and DL algorithms.
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classifers from both ML and DL to identify the most ef-
fective model for detecting SMS and e-mail spam.Tis paper
applies classifers of ML such as random forest (RF), mul-
tinomial Näıve Bayes (NB), support vector machine (SVM),
and DL algorithm convolutional neural network (CNN) on
both SMS and e-mail datasets and manipulates these clas-
sifers on the two datasets by using evaluation of known
metrics. Our dataset contains 5000 SMS spam messages and
5000 e-mail spam messages, and we have achieved the ac-
curacy of 99.6% and 95% on SMS and e-mail spam.

5. Conclusion, Limitations, and Future Work

On e-mail and SMS datasets, the researchers used ML and
DL classifers such as NB, SVM, RF, and CNN. Te study’s
fndings revealed that in both datasets, the SVMoutperforms
machine-learning classifers in detecting spam due to its
robustness to outliers and margin maximization factors. Te
experimental results revealed that the SVM model worked
best in terms of fltering messages with an accuracy of 99.6%
and 95% on SMS and e-mail spam. Te study we suggest
highlights some of the limitations that the proposed model
was unable to address. One of the major pitfalls includes that
the model was trained just to classify the messages of the
English language. So due to less versatile data, model ac-
curacymay vary. In the future, this research can be expanded
to include versatile data to make the suggested model more
accurate in terms of increasing accuracy. Furthermore, the
performance of the model could be improved and enhanced
by training the model on deep learning algorithms other
than the CNN as well to classify spam and nonspam mes-
sages that are written in diferent languages as well. Fur-
thermore, class imbalances in the training data can afect the
model’s accuracy, and approaches for dealing with imbal-
anced datasets, such as oversampling or utilizing class
weights, may be helpful. Tis paper further emphasizes the
importance of improving the model’s contextual un-
derstanding of evolving spam tactics and techniques, which
might be accomplished by adding the use of recurrent neural
networks or transformer-based models. In addition, eforts
to improve model clarity and real-time performance via
interpretability techniques and model optimization are
suggested to improve the proposed spam detection meth-
odology. Overall, fxing these constraints would strengthen
the model and allow for future improvements to spam
detection research.

Data Availability

Te data used in this research are spam SMS/e-mail
benchmark datasets that are taken from Kaggle website [62]
and are openly available.
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