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Natural language is a type of language that human beings use to communicate with each other. However, it is very difcult to
communicate with a machine-understandable language. Finding context meaning is challenging the activity of automatically
identifying machine translation, indexing engines, and predicting neighbor words in natural language. Many researchers around
the world investigated word-sense disambiguation in diferent languages, including the Afaan Oromo language, to solve this
challenge. Nevertheless, the amount of efort for Afaan Oromo is very little in terms of fnding context meaning and predicting
neighbor words to solve the word ambiguity problem. Since the Afaan Oromo language is one of the languages developed in
Ethiopia, it needs the latest technology to enhance communication and overcome ambiguity challenges. So far, this work aims to
design and develop a vector space model for the Afaan Oromo language that can provide the application of word-sense dis-
ambiguation to increase the performance of information retrieval. In this work, the study has used the Afaan Oromo word
embedding method to disambiguate a contextual meaning of words by applying the semisupervised technique. To conduct the
study, 456,300 Afaan Oromo words were taken from diferent sources and preprocessed for experimentation by the Natural
Language Toolkit and Anaconda tool. Te K-means machine learning algorithm was used to cluster similar word vocabulary.
Experimental results show that using word embedding for the proposed language’s corpus improves the performance of the
system by a total accuracy of 98.89% and outperforms the existing similar systems.

1. Introduction

Natural language is a human being language used to
communicate with each other. While it seems simple for
humans to know intent of a word according to their context,
it is tough for the machine to understand human language.
Word-sense disambiguation (WSD) is a difcult task for
computers and thus requires sophisticated means of ma-
chine learning. During natural language processing, many
word ambiguities will occur. Ethiopia has more than 85
languages spoken by a native speaker with defned language
structure [1]. Among these languages, Afaan Oromo
(Oromo language) is one of the major languages spoken by
native speakers.

Afaan Oromo is a Cushitic language spoken by about 50
million people in Ethiopia (about 40% of the country’s
population), Kenya, Somalia, Egypt, and Djibouti, and it is
the third largest language in Africa after Arabic and Hausa
[2]. Afaan Oromo used a Latin-based alphabet or writing
system called “Qubee” which has 26 basic characters and has
served as the ofcial language of the Oromia regional state
and has served as an academic language for primary schools
of the region up to now [3]. Tis language has a folklore that
delivered as felds of study in most Ethiopian universities
and other countries [4]. Tere are a number of ambiguous
words in Afaan Oromo language like other African and
Ethiopian languages. Hence, it is difcult to understand the
meaning of those words in a given context as it is rich with
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ambiguity in semantics, which can beneft from WSD re-
search and development.

Many researchers have done word-sense disambiguation
in diferent languages including Afaan Oromo and Amharic
from local languages using diferent methods such as su-
pervised and rule-based approaches. However, there have
been few attempts made, as far as the knowledge of re-
searchers is concerned, to develop semisupervised WSD for
Afaan Oromo using the word embedding technique.

Tis study aimed to solve the ambiguity of the Afaan
Oromo language using the proposed approach—the prob-
lem that a given word can have several related or unrelated
meanings depending on a given context.

For example, consider the following two sentences each
with a diferent sense of ambiguous word “Soquu.”

(a) Jaarson hiriyaasaa soquu magaala deeme.
(b) Caaltuun lafa irraa marga soquu deemte.

Te word “soquu” in frst sentence can refer to fnd/
looking for/searching/seeking/meeting which is to mean
“Jarso went to market to meet with his friend,” but the word
“Soquu” in the second sentence is clearing or rubbing un-
wanted things from land, which is to mean “Chaltu went to
rub grass from land by hand.” Without adding the other
words to obtain a clearer defnition, the word “soquu” can
give a diferent meaning depending on the context.
Terefore, there would be no need to disambiguate the word
“soquu,” without having the surrounding words as a hint.
Given a single word, it is a very difcult to predict the
surrounding word in word-sense disambiguation.

As can be seen from the Afaan Oromoo example above,
the meaning of the word “soquu” is determined by using the
surrounding words in a sense similar to a saying in [5]. To
see this, consider instead the phrase “nama soquu” which is
“fnd someone who is humankind” and instead if we see this
“lafa soquu” we will get the meaning “clearing the grass from
the ground.” From this, one can easily understand that
context has a big impact for the meaning of a word. Tey
actually defne the word token as diferent meaning.

Enhancing WSD would play a great role in many natural
language processing (NLP) problems of machine translation,
information retrieval, and information extraction [5–7].
Tough many contributions have been made in the area of
WSD for diferent international languages and local lan-
guages to solve the issues, it is still an area which requires
a great deal of attention, especially in local languages like
Afaan Oromo. Most of the Ethiopian languages including
Afaan Oromo are underresourced languages. Moreover, the
absence of prepared corpus for Afaan Oromo language to
disambiguate word sense and unavailability of public re-
sources that can be used for diferent research works are the
major challenges for standardization of Afaan Oromo lan-
guage. Hence, this study aims tomitigate the stated challenge
by developing a model that could generate the order of
words that surround a given word and will use automatically
annotated data rather than handcrafted resources.

To this end, this study favors word embedding used to
represent words for text analysis, usually in the form of
real-valued vectors that encode the meaning of words in

such a way that words closer together in the vector are
expected.

Te prime objective of this research study is to identify
a suitable technique to disambiguate WSD in under-
resourced Afaan Oromo language and then design a semi-
supervised learning-basedWSDmethod using the word2vec
word embedding technique.

Te designed model aimed to provide a solution to al-
leviate aforementioned problems by predicting the most
similar value for specifc window size, size of vocabulary, and
number of epochs according to vector space dimension; as
a result, the outcome of the training of this model gives the
nearly related vector value they had in a large document
using word embedding.

Te current trend in natural language processing work is
the use of word embedding for diferent tasks. Te well-
known word embedding pretrained models are word2vec,
fastText, and Global Vectors (GloVe). Diferent researchers
have been using these pretrained word embedding tech-
niques for diferent tasks, but they did not clearly tell the
performance diferences. As indicated in [6, 7], it is difcult
to choose among these techniques. Hence, this study
employed the word2vec word embedding technique to
simplify a user search for similar context word as word
embeddings are distributed representations of text in n-
dimensional space.

Te study evaluates the approach on two standard
datasets, using labeled and unlabeled data based on window
size, min-count, and vocabulary size parameter settings. Te
work contributed to automatic generalization of contextual
meaning and prediction of neighbor words based on their
contextual meanings from large corpora which the previous
works failed to address. Tus, the developed model can play
paramount role in standardizing the language and for the
development of the language under study and hence is the
contribution of this the study.

Te study uses an unsupervised approach to learn
patterns from the corpus in conjunction with human gen-
erated rules to cluster similar contexts of ambiguous words
and extract contexts, respectively. Te key driver for using
semisupervised learning is the fundamental issue with
corpus-based learning, specifcally the sparseness of the
training settings. Terefore, the goal of this research is to
merge the two machine learning paradigms into a hybrid
strategy known as semisupervised. Tis strategy utilized
a combination of semantic strategies, training methods
derived from a corpus, and the availability and reliability of
linguistic knowledge to facilitate a comprehensive un-
derstanding of how words operate within their respective
contexts. Tis paper also uses a form of word-sense dis-
ambiguation that combines the benefts of both machine
learning techniques, which could lead to improved results.
As there is no annotated corpus for Afaan Oromo, the study
was limited to using a manually developed corpus (an
unsupervised method, which is suitable when there is
a scarcity of training data). Even with a limited training
dataset, the unsupervised strategy outperformed other ap-
proaches. On the other hand, the supervised and un-
supervised hybrid methodswere more comfortable than the
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unsupervisedmethod since they integrated a set of rules with
machine learning. Terefore, the integration of both
methods overcame the problems of each other and improved
the performance of word disambiguation specifcally for
underresourced language like Afaan Oromoo language.
Terefore, it is innovative to employ word embeddings for
semisupervised word-sense disambiguation for a language
with limited resources like Afaan Oromoo.

2. Statement of Problem

Nowadays, due to emerging technology, it is difcult to
understand themeaning of words in a given context, difcult
to predict the feature of word, difcult to understand the
Afaan Oromo word meaning (diferent cultures and mor-
phological structure of Afaan Oromoo language), and dif-
fcult to represent a word in low and unique dimensional
representation of vector space [6].

Te absence of using word embedding in Ethiopian local
language as general and Afaan Oromo in specifc by itself has
a lot of problems due to information explosions to retrieve
and extract knowledge.

Searching for relevant documents from an over-
whelming number of documents and absorbing a large
quantity of relevant information from the abundant docu-
ments are other problems stated in [7]. However, some
researchers have worked on the vector space model to solve
the problem.

In this study, eforts have been made to answer the
following technical questions with the consideration of the
issues cited in statement of problems:

(i) What is the most suitable technique to disambiguate
WSD in Afaan Oromo language?

(ii) How to evaluate the efectiveness of the WSD model
in real-life application?

Te following are the paper’s main contributions:

(i) Identifying a suitable technique to disambiguate
WSD for Afaan Oromo language.

(ii) Designing a semisupervised learning-based WSD
method using the word2vec word embedding
technique.

(iii) Automatically generalizing contextual meaning and
predicting the neighbor words based on their
contextual meanings from large corpora.

(iv) Increasing the scope of the word-sense disambig-
uation research by investigating its applicability for
Afaan Oromo language.

Terefore, this work aimed to identify a suitable tech-
nique to disambiguate WSD in underresourced Afaan
Oromo language by semisupervised learning-based WSD
using the word2vec word embedding technique.

3. Related Works

In [8], a word-sense disambiguation method for Polish
language is discussed. In the work, the investigators

compared two approaches, unsupervised and supervised
machine learning. A word embedding model word2vec is
used in the unsupervised technique, and the best result is
52% precision. For the supervised technique, the system was
evaluated at diferent epochs and an epoch of 200 has shown
a better result of 69%.

Te second work was done by Nguyen et al. [9] for
Japanese language. In addition to the word embedding
technique, a concept embedding is also incorporated to
increase the performance of the WSD system. Tey have
used three methods of investigation: word embedding alone,
word embedding and concept embedding together, and
fnally concept embedding only. Tey have confrmed that
the use of concept embedding has improved the perfor-
mance of the system.

Finally, in the work of Bianchi et al. [10], a technique
referred to as zero-shot learning is introduced for the En-
glish language. Tis was a recent work which uses sense
embedding and graph embedding (convE).Te investigators
developed the system by making the system to learn from
sense data and dictionary data and have achieved state-of-
the-art performance, an F1 score of 71.8.

Tesema et al. [11] used a rule-based approach for de-
termining the sense of Afaan Oromo word in a given
context. In this work, modifers are used as an indicator of
a sense for a given word in a context. Te researcher
employed coventional approach on limited datasets which
makes their work non-the state-of-the-art appraoch.

Authors in [12], and [13], highlights l. Te reason for
using the unsupervised approach is to overcome the scarcity
of training data. Hence, they used an unsupervised machine
learning technique that uses unlabeled data and achieved an
accuracy of 81%. Tey believe that the use of the state-of-
the-art technique might improve the performance of Afaan
Oromoo word-sense disambiguation.

Another work was done by Mebrahtu Reda [14] for
Tigrigna language. In this work, only fve (5) ambiguous
words were used to test the performance of the word-sense
disambiguation system. Te investigator has tested his
system using fve clustering algorithms and achieved a best
performance for expectation-maximization algorithm as 67
to 83.3% accuracy. A conventional technique is followed
using Weka 3.8.1 tool.

A recent contribution for the Amharic language is the
work of Tadesse Birbirso [4], which is based on theWordNet
hierarchy. In the work, a knowledge-based approach is
preferred to use WordNet as a knowledge base to tackle data
scarcity. Te investigator used techniques like context
glossing and augmented semantic space to disambiguate
Amharic language as word level and sentence level. Tey
have achieved an accuracy of 80% and 75% for word level
and sentence level, respectively.

Although many works have contributed to solving the
problem of word-sense disambiguation at global and local
levels, it is still in its infancy for local and underresourced
languages like Afaan Oromo. Specially, for the Afaan Oromo
language, a limited number of works are available. In the
contributions, either less amount of data is used or con-
ventional technique is used. Hence, in the proposed work,
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the current state-of-the-art technique known as the word
embedding method is used.

4. Research Methodology

Tis study employed design science research (DSR) to build
and evaluate an approach by following design process and to
explain how the proposed model has been used as an ex-
ceptional job that was the specifc method of adapting word
embedding and then defne the proposed model in which
adapted word embeddings are included in a new proposed
word disambiguation system. Te design science starting
from problem identifcation which is best ft for design
science research and used for identifying the core problem
and ending with research practical experience by employing
quantitative research approach in which quantitative data
were taken [15] is cited in Figure 1.

4.1.DataCollection andAnalysis. Researchers have collected
456,300 words from diferent sources (BBC Afaan Oromoo,
Bible, legal documents, and previous research studies).
Supervised and unsupervised data were employed in this
work to do the analysis. Manually annotated supervised data
(i.e., small number of labeled data) are taken from the earlier
researchers [16], which are proved by language experts and
used to compare the earlier works within this study.

Te unsupervised data (i.e., unlabeled data) which are
generated automatically during train word embedding were
employed by the researcher to do the analysis.

4.2. Data Preparation and Data Preprocessing. Tis study
relied on the patterns learned from two corpora: tagged
corpora and untagged corpora. In the preparation of the
tagged corpus, this study used a manually tagged annotated
corpus as an input to train the tagging model from .txt
format. And preprocessing components were implemented
on the corpus. Tose components were sentence splitter,
tokenizer, and tag set analyzer. Te sentence splitter module
splits the document into sentences by using Afaan Oromo’s
end punctuation marks like “,,” “?,” “!,” and “.”Te tokenizer
module splits the string into words and punctuation marks.
Ten, they were tagged in the form of “word/tag” at the time
of the training phase. Te tag set analyzer extracts the tag set
from the output of the tokenizer module.

Ten, for both corpora, tokenization, stop word removal,
and normalization were performed. In the tokenization
process, a set of sentences were split into words using white
space. After the tokenization process took place, stop words
were removed.

As stop words are actually the most common words in
any language (articles, prepositions, pronouns, conjunc-
tions, etc.) and do not add much information to the text,
removing stop words defnitely reduces the size of the
dataset and reduces the number of tokens in training, thus
reducing training time. Tese stop words were identifed by
the help of linguistics experts. Tokenization process and
Gensim toolkit of NLP were utilized to remove the stop
words for the proposed language.

In addition, some characters of the same words might be
represented in uppercase or lower case in the corpora as well
as in the user input. As a result, we had normalized them into
lowercase. Te overall data preprocessing techniques
employed in this work are explained in Figure 2.

4.3. Training and Testing. As presented in the last section,
there is no corpus prepared for underresourced Afaan
Oromo language for the disambiguation purpose yet. For
this reason, corpus for Afaan Oromo language that contains
ambiguous words was prepared manually and labeled by
linguistics experts which is taken from earlier researchers
[16]. Te WSD system was trained and tested with Python
programming language on the unannotated and annotated
corpus, which constitutes ambiguous words. Researchers
selected 20 words with ambiguous meaning which have
more than two contextual meanings from identifed sources
to test the work.

4.4. Implementation Tools. As implementation tool, Ana-
conda module is used because it is powerful and contains
appropriate Python library modules for processing diferent
NLP tasks. From those modules, NLTK was selected since it
is an open-source tool like Python modules for linguistic
data and documentation for research and development in
natural language processing.

4.5. Evaluation. Te study evaluates the proposed system
with previous work.Te evaluations were undertaken on the
basis of precision achieved in this work done on 20-word
vocabulary.

5. Design and Development of WSD Model

Te initial step in the design and development of this model
involves preprocessing the text. Tis includes taking inputs
and corpora (both unannotated and annotated), performing
tokenization to remove stop words and normalize the text.
Next, the model extracts context terms that provide insights
into the possible meanings of the ambiguous term. Tis
extraction is done using three parameters: window size, min-
count, and vocabulary size. Finally, the model clusters
similar context terms together to identify diferent senses

Problem Initiation Problem Identification

Demonstration

Objective of Study

Model Design & Development

Evaluation

Communication

Figure 1: Baseline research design process.
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encoded by the ambiguous term by employing three steps so
far. Te frst step involved cleaning and tokenizing the data.
Tis process typically included converting the text to low-
ercase, removing non-alphanumeric characters, and elimi-
nating stop words (Figure 3).

Te second step focused on generating vector repre-
sentations of the documents. Tis entailed mapping the
words in the documents to numerical vectors, often ac-
complished through the use of word embedding techniques.

Lastly, a clustering algorithm was applied to the docu-
ment vectors in the third step. Te goal was to identify
optimal groups by employing a clustering method similar to
the K-means algorithm (Figure 4). Te number of clusters
represents the number of senses. To accomplish this

clustering, the study calculates the degree of vector similarity
by using vectors constructed from co-occurrence
information.

6. Experiments and Result

6.1. Development of Training Model. In this section, we
follow the steps that presented under methodology section.
Several comprehensive experiments (brief demonstration of
both tagged and untagged datasets, pre-processing phases,
Disambiguating Phases and fnally, Word sense disambig-
uation) are conducted to implements and demonstrates the
efectiveness of the proposed model for Afaan Oromoo
Language.

Tagged
Corpus

Untagged
Corpus

Collection of
456,300 Words
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Tokenizer/Stop word Remover
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Words

Figure 2: Data preprocessing technique.

Figure 3: Preprocessing model to remove the stop word list.
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Figure 4: Clustering similar words by K-means algorithm.

Figure 5: Pretraining all Afaan Oromo corpora to develop model.

Figure 6: Sample model for most similar 20 words with vocabulary.
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Figure 7: Training model to evaluate the vectorized tokens.

Figure 8: Vocabulary word of Oromiyaa.

Figure 9: K-means algorithm evaluations.
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To accomplish this context, the study focused on
utilizing the Genism implementation of Word2Vec and
efectively putting it into action to enhance performance.
Tis was accomplished through a combination of two

factors: (1) the input data and (2) specifc parameter
values. Te input data consisted of documents, with a total
size of 91,743,600. Te parameter values used were win-
dow � 10, min_count � 2, and workers � 10. (Figure 5).

Figure 10: Performance evaluation by using confusion matrix.
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Figure 11: Train accuracy plotting to validate the testing data.
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Te screenshot showcases a collection of 20 words that
share similar meanings and context with the terms “Jaalala”
(Love) and “Oromiyaa” (Region) vocabulary by ignoring
binary weight is presented in Figure 6.

During training the model, the study used the following
parameters:

(i) Sentences: expect a list of lists with the tokenized
documents.

(ii) Vector size: Defnes the size of the word vectors. In
this case, it used 100.

(iii) Workers: Defne how many cores you use for
training. We set it to 1 to make sure the code is
deterministically reproducible (Figure 7).

To validate the trained model, this study used the most
common vocabulary which has been mentioned earlier and
clustered. When it defnes the Vocabulary Oromiyaa, it is
one part of Region in Ethiopia and also the meaning of
Naannoo is a region.Terefore, it has a meaning of Naannoo
Oromiyyaa [Oromia Region] as explained in Figure 8, and
fnally, the study evaluates the word2vec (embedding) with
the K-means algorithm (Figure 9).

7. Results and Discussion

Te study used word embedding with semi-supervised
technique for Afaan Oromo that was to investigate the
consequence on the Word Sense Modeling. Te words have
efcient and efective rather than using an annotated with
supervised technique.

To assess the efectiveness of the study, the researchers
employed K-fold cross-validation with 10 folds and applied
the k-means algorithm. Evaluation of the research was
conducted based on the signifcance of context, resulting in
the highest F1-measure, recall, and precision scores, all
reaching 99%. Te overall performance of the model was
analyzed using a confusion matrix, revealing an accuracy
rate of 98.89% for the proposed model (Figure 10).

To evaluate the training model, the study has used
a confusion matrix that can be used to evaluate the per-
formance of a classifcation model. At this point, it is used to
evaluate data based on their number of target classes. As we
have observed, the value of matrix compares the actual
target value with the value predicted by the model. Te
confusion matrix image results summarize the training
data and testing data and validate them. Te number of
correct and incorrect predictions is summarized by count
value and grouped by class. Tis is the key to the confusion
matrix (Figure 11).

Te researchers investigated the performance of these
models using F-measure measurements. It measures the
meaning of a selected vocabulary from a sentence or a large
corpus. It is the most powerful method to predict the
neighbor words from the given meaning based on the given
vocabulary. Furthermore, the researchers conducted
a comparison with similar systems to determine whether the
newly proposed system surpassed existing methods as

discussed somewhere in Table 1. Te comparison of similar
systems was done, and the proposed system outperformed
the existing methods with promising result.

8. Conclusions

Te overall focus of this study is to identify a suitable
technique to disambiguate WSD in underresourced Afaan
Oromo language and then design a semisupervised learning-
based WSD method using the word2vec word embedding
technique that addresses the problem of deciding the correct
sense of an ambiguous word based on its context and word
prediction.

To conduct the study, 456,300 words of Afaan Oromo
words were taken from diferent sources and preprocessed
for experiment by Natural Language Toolkit and Anaconda
tool.Te study has used 20 ambiguous words which have 3-4
senses to test the model. NLTK and Python programming
language were used to train the corpus.

Tis study explores various methods of incorporating se-
mantic knowledge from word embedding into the model for
word sense disambiguation. It conducts a thorough analysis of
diferent parameters and strategies across multiple WSD tasks,
leading to three key fndings.First, word embedding can be
employed as novel features to enhance the performance of
state-of-the-art word disambiguation methods. Second, in-
tegrating embedding within the framework of WSD proves to
be more reliable and yields higher performance compared to
other approaches, such as vector modeling (using cosine
similarity) and dimensional analysis. Lastly, utilizing word
embedding in conjunction with the K-means algorithm to
cluster word vocabulary, leveraging insights from Semi su-
pervised datasets, can surpass the performance of state-of-the-
art supervised/unsupervised models that rely on traditional
WSD features.Overall, this study demonstrates the efcacy of
integrating semantic knowledge from word embedding in
WSD models, highlighting its potential to improve accuracy
and outperform existing approaches.

Experimental results show that using word embedding
for both labeled corpus and unlabeled corpus improved the
performance of the system by total accuracy of 98.89%. Al-
though the best performance is obtained when standardWSD
features are augmented with the additional knowledge from
word2vec vectors on the basis of a WSD, the study hopes that
this work will serve as the frst step for further studies on
redesigning standard WSD features for Afaan Oromo.

9. Future Works

As a future work, in order to advance the existing model, the
researchers recommend to work on the advancement of
semisupervised approach and other state-of-the-art systems
like sense and concept embedding.

Data Availability

Te datasets used to support the fndings of this study are
available from the corresponding author upon request.
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