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Eforts have been made to address the adverse impact of heart disease on society by improving its treatment and diagnosis. Tis
study uses the Jordan University Hospital (JUH) Heart Dataset to develop and evaluate machine-learning models for predicting
heart disease. Te primary objective of this study is to enhance prediction accuracy by utilizing a comprehensive approach that
includes data preprocessing, feature selection, and model development. Various artifcial intelligence techniques, namely,
random forest, SVM, decision tree, naive Bayes, and K-nearest neighbours (KNN) were explored with particle swarm op-
timization (PSO) for feature selection. Tese results have substantial implications for early disease detection, diagnosis, and
tailored treatment, potentially aiding medical professionals in making well-informed decisions and improving patient
outcomes. Te PSO is used to select the most compelling features out of 58 features. Experiments on a dataset comprising 486
heart disease patients at JUH yielded a commendable classifcation accuracy of 94.3% using our proposed system, aligning with
state-of-the-art performance. Notably, our research utilized a distinct dataset provided by the corresponding author, while
alternative algorithms in our study achieved accuracies ranging from 85% to 90%. Tese results emphasize the superior
accuracy of our proposed system compared to other algorithms considered, particularly highlighting the SVM classifer with
PSO as the most accurate, contributing signifcantly to improving heart disease diagnosis in regions like Jordan, where
cardiovascular diseases are a leading cause of mortality.

1. Introduction

Heart disease is a leading global cause of mortality, and its
timely diagnosis presents signifcant challenges due to
overlapping symptoms with other health conditions. Tis
complexity can complicate treatment signifcantly when
detection is delayed. Heart disease encompasses various
cardiac conditions, making symptom recognition chal-
lenging. Te similarity of symptoms to other ailments often
leads to misdiagnosis, potentially exacerbating the patient’s
condition and posing life-threatening risks.

Several factors, such as smoking, poor nutrition, high
blood pressure, and sedentary lifestyles, contribute to the
development of heart disease. Diagnosis typically involves
various tests, including blood tests, X-rays, electrocardiog-
raphy, echocardiography, and invasive procedures such as
cardiac catheterization and biopsy. However, these processes
are time-consuming, costly, and demanding for both pa-
tients and healthcare providers, with no guarantee of pin-
pointing the exact type of heart disease.

Te rise in heart attack rates among young individuals,
fnancial burdens, limitations of existing medical tools, and

Hindawi
Applied Computational Intelligence and Soft Computing
Volume 2024, Article ID 5080332, 16 pages
https://doi.org/10.1155/2024/5080332

https://orcid.org/0000-0002-2724-9290
https://orcid.org/0009-0008-8907-8010
https://orcid.org/0009-0008-9293-6426
mailto:mshridah@ju.edu.jo
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/


diagnostic challenges highlight the need for innovative so-
lutions. Computerized systems have emerged as promising
alternatives to traditional methods, ofering faster and more
efcient heart disease risk prediction. Machine learning can
potentially enhance early detection and diagnosis,
addressing the challenges posed by heart disease more
efectively.

Tis study investigates integrating multiple artifcial
intelligence techniques, including random forest, SVM,
decision tree, naive Bayes, and k-nearest neighbours (KNN),
coupled with particle swarm optimization (PSO) for feature
selection. Te aim is to predict the presence of heart disease
and assess the classifers’ accuracy. Te analysis uses
a dataset comprising 486 patient records obtained from JUH
(Jordan University Hospital).

Te research is organized as follows. Section 2 delves into
the background of the terminology and related works.
Section 3 outlines the research methodology. Section 4
examines the obtained results. Section 5 unveils insights and
innovations in heart disease prediction. Finally, Section 6
presents the conclusion of the work.

2. Background and Related Work

2.1. Understanding Heart Diseases: Overview and Diagnosis.
Heart disease is a broad term encompassing various medical
conditions that afect the heart’s components, a muscular
organ responsible for tirelessly pumping blood throughout
the body. Te heart’s efcient function is vital for distrib-
uting oxygen and nutrients while eliminating waste prod-
ucts. It relies on a network of coronary arteries to maintain
its oxygen supply. Any damage or interference with this
intricate system disrupts the heart’s function and impacts the
entire body.

Coronary artery disease (CAD) is the most common
heart disease, characterized by the gradual narrowing of
heart and body arteries due to fatty deposits called plaques.
Tis narrowing restricts blood fow and oxygen supply, often
leading to symptoms such as angina (chest pain) during
physical activity. In severe cases, plaque rupture can result in
unstable angina (USA) or a heart attack (myocardial
infarction, MI).

Heart diseases can also manifest as arrhythmias, such as
atrial fbrillation (AF), which involves irregular heart
rhythms. AF can vary in duration and symptoms, including
palpitations, fainting, or chest pain.

Recognizing heart disease symptoms can be challenging
as they may initially be nonspecifc, including fatigue,
shortness of breath, dizziness, or nausea. Accurate diagnosis
requires medical testing to diferentiate heart-related
symptoms from those caused by other factors.

Standard diagnostic methods include the following:

Medical history: information is gathered on risk factors
such as age, coronary artery disease (CAD), diabetes,
and smoking to understand the patient’s background
and potential contributing factors
Physical examination: a thorough evaluation of signs
and symptoms related to heart disease, including

listening to heart sounds, measuring blood pressure,
and assessing clinical indicators
Laboratory blood tests: measuring cardiac biomarkers
such as troponin and CK-MB to detect proteins in-
dicative of muscle cell damage, particularly in chest
pain or acute coronary syndrome cases
Electrocardiogram (ECG): a noninvasive test that re-
cords the heart’s electrical activity and rhythm, helping
identify abnormalities, damage, or ischemia

Tese diagnostic tools play a crucial role in determining
the presence and nature of heart disease, guiding further
management and treatment decisions.

2.2. Machine Learning in the Medical Domain.
Machine-learning algorithms have become indispensable
tools for analyzing medical datasets, particularly in the
context of medical diagnosis. Te digital revolution has
facilitated the collection and storage of medical data, with
modern hospitals equipped with various monitoring devices
and data systems accumulating extensive datasets. Tese
datasets are now readily accessible within information
systems, enabling the application of machine-learning
techniques for comprehensive healthcare analysis and
decision-making.

Machine-learning technology is particularly well-suited
for analyzing medical data and has found extensive use in
specialized diagnostic problems. By inputting patient re-
cords with known correct diagnoses into a computer pro-
gram, a learning algorithm can be employed to train
a machine-learning model. Tis process enables the devel-
opment of a clinical decision support system (CDSS),
a derived classifer that aids physicians in diagnosing new
patients, enhancing diagnostic speed, accuracy, and re-
liability. Additionally, CDSS can be a valuable tool for
training nonspecialist individuals in diagnosing patients
with specifc medical conditions.

Machine learning is crucial in improving medical di-
agnosis and decision-making, making healthcare processes
more efcient and efective.

2.3. Supervised and Unsupervised Learning. Supervised
learning involves training algorithms using labelled data
with known desired outputs.Tese algorithms learn patterns
and relationships in the data, enabling them to make pre-
dictions or classify new data based on the learned patterns.
Examples of supervised learning algorithms include re-
gression, classifcation, and decision trees.

In contrast, unsupervised learning involves training
algorithms on unlabelled data with unknown desired output.
Tese algorithms learn to identify patterns and relationships
in the data and can be used for tasks like grouping or
clustering similar data points. Unsupervised learning algo-
rithms encompass clustering, anomaly detection, and di-
mensionality reduction techniques.

Supervised learning is commonly used for tasks such as
image recognition, speech recognition, and natural language
processing, where the algorithm learns to map inputs to
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specifc outputs. On the other hand, unsupervised learning is
valuable for exploratory data analysis, helping identify
hidden patterns and relationships in the data.

2.3.1. Support Vector Machines (SVMs). Support vector
machines (SVMs) are a well-established machine-learning
methodology for classifcation and regression tasks. SVMs
construct a hyperplane or a set of hyperplanes within
a high-dimensional feature space, primarily oriented to-
ward classifcation objectives. Te central aim of SVMs lies
in pinpointing the hyperplane that maximizes the margin
between distinct classes, thereby forming a resilient de-
cision boundary. In the realm of heart disease detection,
SVMs are deployed to categorize patients into various
disease groups, relying on diverse features, as shown in
Figure 1:

2.3.2. Random Forests (RF). Random forests are an en-
semble learning approach that combines multiple decision
trees to make predictions. Each decision tree is constructed
using a random subset of training data and features, re-
ducing the risk of overftting and enhancing generalization.
Random forests are adept at handling high-dimensional
data, capturing complex feature interactions, and pro-
viding rankings of feature importance. Tey have found
widespread use in heart disease detection due to their strong
performance and interpretability. Te algorithm is shown in
Figure 2.

2.3.3. Decision Trees (DTs). Decision trees represent
a straightforward yet potent machine-learning algorithm
that employs a tree-like structure for decision-making. In-
ternal nodes correspond to features, while leaf nodes signify
classes or predictions. Decision trees recursively split the
data based on features, creating decision rules for predicting
the target variable. Tey ofer intuitiveness, ease of in-
terpretation, and versatility in handling categorical and
continuous features. Decision trees are applied in heart
disease detection, ofering transparent decision-making
processes and insights into feature importance. Te algo-
rithm is shown in Figure 3.

2.3.4. Naive Bayes. Naive Bayes is a probabilistic machine-
learning technique founded on Bayes’ theorem. It operates
under the assumption of conditional independence among
features given the class label; despite this simplifying as-
sumption, naive Bayes classifers have demonstrated efec-
tiveness across various domains, including text classifcation
and medical diagnosis. Naive Bayes algorithms classify
patients into distinct disease categories based on features in
heart disease detection. Te algorithm is shown in Figure 4.

2.3.5. K-Nearest Neighbours (KNNs). K-nearest neighbours
algorithm is a nonparametric machine-learning method
suitable for classifcation and regression tasks. Using
a specifed distance metric, KNN classifes a new instance by

identifying the K-nearest neighbours within the training
data. Te class label of the new instance is determined
through a majority vote among its K-nearest neighbours.
KNN is straightforward to implement, although its per-
formance may be sensitive to the choice of distance metric
and the value of K. In heart disease detection, KNN is
applied, mainly when dealing with nonlinear class distri-
butions. Te algorithm is shown in Figure 5.

2.4.RelatedWork. In [1], Qureshi et al. introduced a novel
approach for brain tumour detection using the ultra-
light learning architecture (UL-DLA) and gray-level co-
occurrence matrix (GLCM) for extracting in-depth and
textural features, respectively. Te resulting hybrid
feature space (HFC) and a support vector machine
performed exceptionally on a T1-weighted MRI dataset,
achieving a 99.23% average detection rate and a 0.99% F1
measure.

In [2], a study optimized epileptic seizure recognition
using deep learning, achieving a notable test accuracy of
0.993 with the Conv1D+LSTM architecture. Te in-
vestigation provided insights into the variable responses of
diferent deep learning models to feature scaling, PCA, and
feature selection methods, aiming to enhance epileptic
seizure recognition for improved patient outcomes.

A study published in [3] investigated the use of machine
learning to predict pelvic tilt and lumbar angle in women
experiencing urinary incontinence. AdaBoost exhibited high
accuracy (R2 � 0.944) for pelvic tilt prediction, suggesting
potential advancements in assessing pelvic foor dysfunc-
tion. In [4], convolutional neural networks (CNNs) were
employed to classify monkeypox skin lesions, achieving
a remarkable 95.3% accuracy after optimization with the
grey wolf optimizer (GWO). Tis proposed approach ofers
an efective method for expedited and accurate monkeypox
diagnosis, with signifcant implications for public health
outcomes.

Te paper in [5] introduced a machine-learning
framework for predicting the hepatitis C virus in Egyp-
tian healthcare workers, showcasing improved accuracies
after sequential forward selection (SFS). After hyper-
parameter tuning with only four features, the random forest
(RF) classifer achieved 94.88% accuracy.

In [6], data mining techniques, including decision trees,
naı̈ve Bayes, and neural networks, were employed to predict
hepatitis C virus (HCV) infection using medical profles,
revealing valuable insights for training healthcare pro-
fessionals and demonstrating the efectiveness of each
technique across diverse datasets.

Te paper in [7] applied an end-to-end machine-
learning paradigm, leveraging automated machine learn-
ing (AutoML), for landslide susceptibility mapping in the
Tree Gorges Reservoir area. Te AutoML-based stacked
ensemble model outperformed classical ML approaches,
achieving the highest AUC at 0.954. Tis user-friendly so-
lution provides an efcient alternative for landslide sus-
ceptibility mapping, particularly for practitioners with
limited ML expertise.
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In [8], the earthworm optimization algorithm-optimized
support vector regression (EOA-SVR) demonstrated supe-
rior performance in accurate reservoir landslide displace-
ment prediction, surpassing other metaheuristics and
highlighting its potential for reliable predictions in medium-
and long-term landslide early warning systems.

Te study in [9] addressed ground fssures through
a comprehensive approach integrating feld investigation
and an analytic hierarchy process for hazard evaluation. Te
method efectively assessed ground fssure hazards, aiding
risk zoning and predictions for informed urban and rural
planning.

Algorithm Support Vector Machine
Input: m samples from Dataset with n target classes α ← 0 or α ← partially trained
SVM
1. K ← Consider some value
2. Repeat
3. for all {mi, ni}, {mj, nj} do
4. Optimize αi and αj, where α > 0

Figure 1: Support vector machine.

Input: m samples from the Dataset with n target classes
H: hypothesis
I: Iterations
1. for all m
2. Do am ← 0
3. for all m
4. for all I
5. x1 ← random sample from m
6. p ← H (x1)
7. x2 ← random sample from m
8. x1[m] ← x2[m]
9. if H (x1) ≠ p then
10. am ← am + 1

Algorithm Random Forest

Figure 2: Random forest algorithm.

Algorithm 1 Decision Tree Classifier
Input: m samples from the Dataset with target classes
for all attributes, do
for each record, do
Perform Decision Tree Classifier algorithm.
end for
classify the attribute space.
end for
determine the total leaf nodes n1, n2, n3, …., nm
divide the samples into m1, m2, m3,…, mm according to the
leaf nodes
Output: Partitioned samples m1, m2, m3,…, mm

Figure 3: Decision tree algorithm.

Input:
Training Dataset T,
F= (f1, f2, f3…,fn)//value of the predictor variable in Testing dataset

Output:
A class of Testing datasets.

Step:
1. Read the Training dataset T,

Calculate each class's mean and standard deviation of the predictor variables.
3. Repeat

Calculate the probability of fi using the Gauss density equation in each class.
Until the probability of all predictor variables (f1, f2, f3,…, fn) has been calculated.

4. Calculate the likelihood for each class.
5. Get the greatest likelihood.

2.

Figure 4: Naive Bayes algorithm.
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In [10], supervised classifcation and remote sensing
were employed to analyze landslide evolution in the Mia-
nyuan River Basin after the 2008Wenchuan earthquake.Te
random forest algorithm exhibited an 87% average accuracy
in landslide identifcation, emphasizing the importance of
long-term monitoring after signifcant seismic events.

In [11], the study used remote sensing and supervised
classifcation to examine a decade of postearthquake landslide
evolution in theMianyuanRiver Basin after the 2008Wenchuan
earthquake. Te random forest algorithm achieved an 87%
average accuracy, revealing temporal patterns and underscoring
the importance of prolonged monitoring for understanding
landslide dynamics following major seismic events.

In [12], a nonlocal adaptive hysteresis smoothing
(NLAHS) method was introduced for image denoising,
showing signifcant quality improvements over existing
methods based on objective and subjective criteria.Te path-
based NLAHS (PBNLAHS) method further improved block
similarity determination.

Te study in [13] highlighted the role of data analytics
and machine learning in managing extensive healthcare
data, focusing on Alzheimer’s disease (AD) and mild cog-
nitive impairment (MCI). Employing feature selection
methods such as T-test and genetic algorithm, coupled with
support vector machine (SVM) classifcation, the study
achieved high accuracy in categorizing patients based on
PET scan images.

Te systematic review in [14] assessed the use of AI
classifcation algorithms in coronary artery disease (CAD)
detection, with ML methods showing success in CAD di-
agnosis. Te fndings suggested the potential of ML models
for quicker and more precise CAD diagnosis, reducing
errors and associated healthcare costs.

In [15], the challenge of diagnosing gynaecological dis-
eases, including pregnancy and conditions such as polycystic
ovarian syndrome, ovarian cysts, and menopause, was
addressed. A novel method using artifcial neural networks
(ANN) to predict pregnancy success achieved a remarkable
96.5% classifcation accuracy, accommodating patients with
various hormone levels and infertility-related factors.

Chronic diseases, particularly diabetes, were discussed in
[16], emphasizing the need for timely diagnosis to avoid
long-term complications. A binary decision tree method-
ology optimized testing sequences for more efective patient
evaluation, demonstrating high efciency with a 95.4% ac-
curacy rate when applied to 50 patients.

Studies in [17, 18] focused on renal failure, proposing
a decision support system based on a multilayer perceptron
(MLP) neural network with 32 input variables. Te system’s

architecture was optimized iteratively, yielding promising results
for quick and accurate renal failure cause prediction. Neural
networks were also suggested for diagnosing pharyngitis in
[19–21], achieving a reported correct diagnosis rate of 95.4%.

Another study [22] aimed to enhance cardiovascular
disease (CVD) prediction using machine-learning and ad-
vanced feature selection techniques. Te proposed model,
combining data collection, preprocessing, and hybrid clas-
sifers, achieved an impressive accuracy of 99.05%, high-
lighting the importance of early diagnosis for CVD.

In [23], an electrocardiogram (ECG) classifcation ap-
proach using machine learning demonstrated high binary
andmulticlass classifcation accuracy, indicating its potential
in diagnosing cardiac arrhythmias.

Te study in [24] aimed to predict heart conditions using
various classifers and feature selection techniques. Te
extreme gradient boosting classifer achieved the highest
accuracy of 81%, emphasizing the importance of early heart
disease detection.

Te article in [25] proposed an efcient system for di-
agnosing heart disease using machine-learning techniques,
with the SVM classifer showing promising results, dem-
onstrating the potential of intelligent systems for heart
disease identifcation.

In [26], a majority voting ensemble method for pre-
dicting heart disease achieved an overall accuracy of 90%,
potentially serving as a valuable tool for doctors’ diagnoses.

Te research in [27] explored machine-learning algo-
rithms for heart disease prediction, proposing a hybrid
approach combining feature selection and optimization
techniques with various classifers. Te optimized model
achieved an impressive accuracy of 99.65%, outperforming
other methods.

Te study in [28] utilized multiple machine-learning
algorithms to predict heart failure, with the decision tree
classifer achieving the highest accuracy.

Te signifcant impact of heart disease on mortality rates
was highlighted based on [29, 30], emphasizing the im-
portance of early prediction and diagnosis.

Te paper in [31] introduced the HRFLM method,
combining random forest and linear models for heart dis-
ease prediction. Te SVM classifer performed best, em-
phasizing the importance of accurate prediction in heart
disease management.

Te research in [32] focused on predicting patient survival
in heart failure cases using various classifcation models. Te
Extra Tree classifer combined with the synthetic minority
oversampling technique (SMOTE) achieved high accuracy,
emphasizing the potential of machine learning in healthcare.

Te study in [33] proposed a novel diagnostic system for
heart disease using logistic regression and K-nearest
neighbours algorithms. Te KNN algorithm outperformed
other models, achieving an accuracy of 87.5%.

Te research in [34] developed a heart disease prediction
model using machine-learning techniques, combining
outlier detection, data balancing, and prediction methods.
Te model achieved high accuracies, demonstrating po-
tential for clinical decision support.

Algorithm K-Nearest Neighbors
Input: m samples from a dataset with target classes
1. Calculate Euclidean Distance dis (x, xi) and arrange it in
ascending order.
2. Take the first value from Step 1 and name it k.
3. Find the distance corresponding to the k-points.
4. If kj > ki, where j ≠ i then put x in class j.

Figure 5: K-nearest neighbors algorithm.
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Te study in [35] aimed to predict heart disease using
machine-learning algorithms. Random forest proved the
most efective model, showing potential as a decision sup-
port system for medical practitioners in clinical settings.

Te study in [10, 27] explored the application of
machine-learning algorithms for heart disease prediction
and classifcation. Tey proposed a hybrid approach in-
corporating feature selection using fast correlation-based
feature selection (FCBF), feature optimization through
particle swarm optimization (PSO) and ant colony opti-
mization (ACO), and various classifcation algorithms. Te
study utilized the heart disease dataset from the UCI
machine-learning repository, containing 14 attributes re-
lated to factors such as age, gender, chest pain type, blood
pressure, and cholesterol levels.

Tis comprehensive research pipeline included data
preprocessing, FCBF-based feature selection, PSO and
ACO-based feature optimization, and classifcation using
multiple machine-learning algorithms. Evaluation metrics
such as accuracy, precision, recall, and F1-score were used.
Te hybrid approach achieved a maximum classifcation
accuracy of 99.65%with the optimizedmodel by FCBF, PSO,
and ACO, outperforming classifers without optimization,
and those optimized solely by FCBF. Te study discussed
results in detail, emphasizing efectiveness, accuracy, pre-
cision, and recall, and included confusion matrices to
evaluate classifer performance. Comparative analysis with
existing methods underscored the superior accuracy of the
proposed hybrid approach.

Based on the information presented in the related work,
the strengths and weaknesses of the methodologies employed
in the studies were assessed. Areas needing further research
were identifed, along with suggestions for enhancements.

2.4.1. Strengths

(1) Improved Accuracy: Many studies demonstrated
high accuracy rates in predicting heart disease using
machine learning, suggesting the potential efec-
tiveness of these methods in assisting healthcare
professionals with cardiovascular diagnosis and
management.

(2) Feature Selection: Several studies employed feature
selection techniques to identify crucial attributes for
heart disease prediction. Tis not only streamlines
data but also enhances the efciency and in-
terpretability of the models.

(3) Comparative Analysis: Some studies conducted
comparative analyses of multiple machine-learning
algorithms, aiding researchers in identifying the
most accurate and suitable models for heart disease
prediction.Tis contributes to the selection of robust
methodologies.

(4) Practical Implications: Certain studies discussed the
practical implications of their models, envisioning
integration into clinical decision support systems or
deployment in community health centres, show-
casing the potential real-world applications.

2.4.2. Weaknesses

(1) Limited Dataset Size: Some studies relied on rela-
tively small datasets, potentially limiting the gener-
alizability of their results. Exploring more extensive
and diverse datasets could enhance the robustness
and applicability of the developed models.

(2) Specifc Feature Selection Techniques: Certain
studies used specialized feature selection methods
such as Relief and LASSO, which are efective for
their datasets but potentially less adaptable to dif-
ferent data or feature sets. A more standardized
approach may improve generalizability.

(3) Missing Data and Imbalanced Datasets: Studies in-
consistently addressed missing data and imbalanced
class distribution, potentially impacting model ac-
curacy and generalizability. A more uniform ap-
proach to handling such issues could improve overall
model reliability.

(4) Limited Exploration of Real-time Applications:
While some studies hinted at real-time potential,
they did not extensively explore or validate the
models in real-time settings. Further investigations
into the feasibility and performance of proposed
models in real-time scenarios are recommended.

2.4.3. Research Gap and Suggestions for Improvement

(1) Diverse and Larger Datasets: Future research should
consider employing more varied and extensive
datasets to enhance model generalizability and re-
liability, ensuring that the models perform well
across various populations and settings

(2) Standardization and Comparison: Adopting a stan-
dardized approach to feature selection, machine-
learning algorithms, and evaluation metrics would
facilitate more meaningful comparisons and
benchmarking across diferent methodologies, aid-
ing in identifying best practices

(3) Handling Missing Data and Imbalanced Datasets:
Addressing the challenges of missing data and im-
balanced class distribution consistently across
studies can signifcantly improve model accuracy
and reliability, promoting more robust and trust-
worthy predictions

(4) Exploration of Real-time Applications: Further in-
vestigations should delve into the feasibility and
performance of proposed models in real-time sce-
narios, potentially incorporating streaming data or
continuous monitoring to assess the models’
adaptability to dynamic healthcare environments

3. Research Methodology

Tis research will elucidate the methodology for predicting
heart disease using machine-learning algorithms. Tis sec-
tion aims to provide a comprehensive account of the pro-
cedures and steps involved in crafting and assessing our
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proposed model. We will delve into the data collection
process, data preprocessing techniques, feature selection
methods, and model training and evaluation and present an
overview of our entire methodology.

Our primary objective is to enhance the accuracy and
efciency of heart disease prediction by utilizing machine-
learning techniques. By developing a robust and fnely tuned
model, we aim to aid medical professionals in promptly
detecting and diagnosing heart disease, ultimately leading to
timely interventions and improved patient outcomes.

To realize this objective, we will collect the disease dataset
from JUH, which encompasses pertinent attributes and in-
stances for heart disease prediction. We will harness a variety
of machine-learning algorithms, including random forest,
support vector machine (SVM), naive Bayes (NB), and de-
cision tree (DT), to construct and assess our predictionmodel.

Te methodology is used to develop and evaluate
a machine-learning model for predicting heart disease. Te
methodology encompasses several pivotal steps, including
data collection, data preprocessing, feature selection, model
construction, model assessment, and the utilization of
performance metrics. Te pseudocode for our proposed
method is shown in Figure 6.

Te pseudocode for our proposed algorithm method is
shown in Figure 7.

3.1. JUHDataset Collection. Te dataset preparation process
for the heart disease diagnosis system is described as follows.
When a patient visits the clinic, various factors must be
considered for accurate diagnosis and treatment decisions,
including observations, patient responses to questions,
physical examinations, and lab results.

Tis research used a heart disease dataset from JUH in
Amman, Jordan, for system testing and training. Te dataset
comprised a total of 486 cases. Out of these, 324 instances are
associated with patients diagnosed with heart disease. Te
remaining 162 cases pertain to patients without heart disease
who have previously visited cardio clinics. It included 58
variables essential for diagnosing heart diseases, categorized
as follows:

(1) Basic patient information (e.g., age and gender)
(2) Patient medical history (10 factors)
(3) Reported symptoms (16 factors)
(4) Physical examination fndings (10 factors)
(5) Blood lab results (7 factors)
(6) ECG (electrocardiogram) fndings (12 factors)

Te dataset comprised predominantly binary attributes,
denoting the presence or absence of features. However,
specifc characteristics, such as smoking and heart rhythm,
had multiple values to indicate severity. Gender and nu-
merical values, such as age, blood pressure, and pulse, were
also part of the Dataset. Figure 8 illustrates the datasheet
used for gathering patient variables, highlighting the prev-
alence of binary values for many attributes, and, in cases
where an attribute was present, discerning severity by cat-
egorizing it as severe or mild.

3.2. Dataset Preprocessing

3.2.1. Data Exploration. In this phase, the dataset’s structure
is examined, encompassing factors such as the number of
rows and columns, variable data types, and summary sta-
tistics. Tis exploration aids in comprehending the dataset’s
overall composition and revealing any missing or
erroneous data.

3.2.2. Data Cleaning. Tis step addresses missing data,
employing imputation techniques, or, in cases of extensive
missing, removing rows/columns as warranted. It also in-
volves detecting and eliminating duplicate entries.

3.2.3. Feature Engineering. Feature engineering entails
crafting new variables or transforming existing ones to
extract more meaningful insights. It might involve deriving
additional features from existing ones, like calculating the
Body Mass Index (BMI) from available height and weight
variables.

3.2.4. Handling Missing Values. Strategies for addressing
missing data in the dataset involve imputation methods such
as mean, median, and mode or advanced techniques such as
regression or multiple imputations. Alternatively, removing
rows or columns with missing values exists for extensive
missing.

3.2.5. Feature Scaling and Encoding. Standardization (mean
normalization) or normalization (scaling to a specifc range,
like 0 to 1) handles variables with difering scales in the
dataset.Tis process promotes uniformity in the scales of the
variables, preventing variables with larger values from
exerting undue infuence.

Te encoding of the 58 variables involved a systematic
approach:

(i) Te original numerical format was retained without
alteration for numerical variables such as age,
systolic and diastolic blood pressure, pulse, and lab
results.

(ii) Variables with two independent attributes, in-
cluding gender, patient history attributes (excluding
smoking), some symptoms, and specifc physical
examination attributes, were encoded with binary
values (0, 1)—for example, 0 denoted female and 1
marked male. Te value 1 indicated the attribute’s
presence, while 0 indicated its absence.

(iii) Variables with two independent attributes, such as
specifc symptoms and all ECG fndings, required
encoding with three values (0, 0.5, and 1). Tese
values represented the absence of the attribute (0),
a mild presence (0.5), and a severe presence (1).

(iv) Variables with three independent attributes, such as
smoking, were encoded using ternary values (0, 0.5,
and 1). Here, 0 signifed a nonsmoker, 0.5 indicated
an ex-smoker, and 1 represented a current smoker.
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Figure 9 displays the dataset’s distribution based on age,
highlighting the concentration of individuals afected in the
ffth decade of life.

3.3. Data Feature Selection. In our cardiac disease databases,
there are 58 features. However, few are crucial for precise
prediction, given the prevalence of irrelevant and redundant
attributes, which can lead to unreliable outcomes, increased
expenses, and prolonged analysis periods. Feature optimi-
zation techniques strive to pinpoint the optimal subset of
features byminimizing or maximizing the objective function
while adhering to resource constraints. Utilizing optimi-
zation methods such as particle swarm optimization (PSO)
enhances classifer performance in heart disease prediction.
PSO iteratively refnes candidate solutions by adjusting
parameters, serving as a strategic approach to extracting key
features from the dataset.

Following the application of wrapper methods, specif-
cally PSO, to the heart disease dataset, 19 predominant
features are identifed, including chest pain type (cp), resting
electrocardiographic (restecg), maximum heart rate (tha-
lach), exercise induced (exang), oldpeak, major vessels (ca),
thal, and class. Tis reduction from 58 to 19 attributes
streamlines the dataset for more efcient analysis. Te
specifcation of PSO used is shown in Table 1. Tese pa-
rameter values were determined through empirical experi-
mentation, sensitivity analysis, and alignment with the
nature of the heart disease prediction problem. Sensitivity
analysis revealed that variations in these parameters did not
signifcantly impact the overall performance, thus afrming
the robustness of our chosen confguration.

Following the application of PSO algorithms to the
dataset features, 19 features associated with heart disease
were identifed. Tese features, obtained through PSO, in-
clude age, sex, family history of heart disease, coronary

Dataset Collection Data pre-
processing

Training Data

Training Classifiers
(KNN, RF, SVM, NB, DT)

Testing Data

Classifiers

Normal

Heart Disease

Figure 6: Te proposed model for predictive analysis.

4. Split the data into training and testing sets

5. Define the machine learning models: SVM, Random Forest, Decision Tree, Naive Bayes, KNN

6. For each model:

a. Perform cross-validation and hyperparameter optimization.

b. Evaluate the model on the test set.

c. Record the evaluation metrics (e.g., accuracy, Precision, recall, F1-score)

7. Compare the performance of the models based on the evaluation metrics

8. Select the best-performing model

9. Use the best-performing model for classification tasks on new, unseen data

1. Load the Dataset

2. Perform data preprocessing

3. select the features based on values obtained after applying PSO

Figure 7: Pseudocode representation of the proposed algorithm. A structured outline detailing the logic and steps of the algorithm designed
to address a specifc problem or task.
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- LBBB: Yes (Severe/Mild)/No
- Right Axis Deviation: Yes (Severe/Mild)/No
- Left Axis Deviation: Yes (Severe/Mild)/No
- Left Ventricular hypertrophy:Yes (Severe/Mild)/No
- Right Ventricular hypertrophy:Yes (Severe/Mild)/No
- Tachyarrhythmias: Yes (Severe/Mild)/No

vi. ECG Findings

- T-wave inverted: Yes (Severe/Mild)/No
- Big T-wave: Yes (Severe/Mild)/No
- ST-Elevation: Yes (Severe/Mild)/No
- ST-Depression: Yes (Severe/Mild)/No
- Q-Wave: Yes (Severe/Mild)/No
- RBBB: Yes (Severe/Mild)/No

- ALT: 
- HB: 
- WBC:

- Tropinin:
- CK:
- CK-MB:
- AST:

- Nausea: Yes (Severe/Mild)/No
- Vomiting: Yes (Severe/Mild)/No
- Sweating: Yes (Severe/Mild)/No
- Dizziness: Yes (Severe/Mild)/No
- Headache: Yes (Severe/Mild)/No
- Fatigue: Yes (Severe/Mild)/No
- Syncope: Yes/No
- Cough: Yes (Severe/Mild)/No

- First Heart Sound: Normal/Abnormal
- Second Heart Sound: Normal/Abnormal
- Third Heart Sound: Presented/Not presented
- Fourth Heart Sound: Presented/Not presented

- Lower Limb Edema: Yes/No 

v. Blood Lab Tests

iv. Physical examination

- Diastolic/Systolic Blood Pressure: 
- Pulse: 
- Heart Beat: Regular/Irregular 
- Heart Murmur: Yes/No 
- Jugular venous pressure: Raised/Not Raised 

/

Age: 
Gender: Female/Male 

ii. The patient's history 

- Upper Respiratory Infection: Yes/No 
- Chronic Pulmonary diseases History: Yes/No 
- Family History of Hypertension: Yes/No 
- Family History of Diabetes: Yes/No 
- Family History of Heart Disease: Yes/No 

iii. Symptoms 

- Chest Pain or chest discomfort: Yes (Severe/Mild)/No 
- Chest pain referred to lef arm/shoulder: Yes/No 
- Chest pain referred to right arm/shoulder: Yes/No 
- Symptoms appeared with exertion: Yes/No 
- Symptoms appeared at rest: Yes/No 
- Shortness of Breath: Yes (Severe/Mild)/No 
- Epigastric Pain: Yes (Severe/Mild)/No 
- Palpitations: Yes/No 

Patient's Datasheet 

Diseases Type 

i. Patient's Basic information 

i. AF 
ii. MI 
iii. USA 

- Patient's Previous Heart Disease History: Yes/No 
- Dyslipidemia: Yes/No 
- Diabetes: Yes/No 
- Hypertension: Yes/No 
- Smoking: Smoker/Not a Smoker/Ex-smoker 

Figure 8: Detailed patient data sheet. A comprehensive overview presenting various demographic, clinical, and medical information
pertinent to individual patients [36].
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artery, cholesterol, fasting blood sugar, smoking, resting
blood pressure, chest pain, exercise-induced angina, auto-
nomic symptoms, heart rate achieved, cardiac enzymes,
resting ECG, oldpeak, slope, anemia, associated symptoms,
and disease type.

3.4. Cross-Validation and Hyperparameter Tuning.
Cross-validation assesses a machine-learning model’s per-
formance on unseen data, mitigating overftting. K-fold
cross-validation partitions data into k equally sized folds
(k� 10 in this research), using each as a validation set. Model
training and evaluation occur k times, and performance
averages across all folds yield an unbiased estimate [21]. Te
dataset is split into 70% for training and 30% for testing.

3.5. Classifcation. Several classifcation algorithms are
employed:

Support vector machine (SVM): an optimal hyperplane
seeks to separate classes, practical for linear and
nonlinear data with high-dimensional features [37]
Random Forest (RF): an ensemble method combining
decision trees, robust against overftting, accommo-
dating categorical and numerical data, and capturing
complex relationships
Decision Tree (DT): decisions are made using if-else
conditions, are interpretable, and handle both variable
types but are susceptible to overftting

Naive Bayes: a probabilistic classifer assuming feature
independence, efcient, suitable for text classifcation,
and handling high-dimensional data
K-Nearest Neighbors (KNN): nonparametric, classifed
based on nearest neighbours, simple but sensitive to k
choice, memory-intensive, and computationally
demanding

3.6.Model Evaluation. Model evaluation is crucial for gauging
performance. Common metrics include the following.

3.6.1. Confusion Matrix Elements. Te confusion matrix has
four elements:

(1) True positives (TP): the number of instances where
the model correctly predicts the positive outcome

(2) False positives (FP): the number of instances where
the model incorrectly predicts the positive outcome

(3) True negatives (TN): the number of instances where
the model correctly predicts the negative outcome

(4) False negatives (FN): the number of instances where
the model incorrectly predicts the negative outcome

3.6.2. Using the ConfusionMatrix. Te confusionmatrix can
be used to calculate several diferent metrics that can be used
to evaluate the performance of a classifcation model. Some
of the most common metrics include the following.

(1) Accuracy.Tepercentage of all correct predictions quantifes
the ratio of correctly classifed patients (TP+TN) to the total
number of patients (TP+TN+FP+FN) (equation (1)).

Accuarcy �
TP + TN

TP + TN + FP + FN
. (1)

(2) Precision. Te percentage of correct optimistic pre-
dictions determines whether the model is reliable (equation
(2)).
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Figure 9: Visualization depicting the distribution of disease prevalence across distinct age groups.

Table 1: PSO specifcations.

Sl. no Specifcation Values
1 Population size 50
2 Number of generations 100
3 Report frequency 50
4 Random seed 1
5 Inertia weight 0.7
6 Cognitive acceleration coefcient (c1) 1.5
7 Social acceleration coefcient (c2) 1.5
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Precision �
TP

TP + TN
. (2)

(3) ROC (Receiver Operating Characteristic). ROC is one of
the most essential evaluation metrics for checking any
classifcation model’s performance. It has been plotted with
two metrics against each other. TPR is true positive rate or
recall and FPR is false positive rate, where the former is on
the y-axis and the latter is on the x-axis (equation (3)).

TPR �
TP

TP + FN
. (3)

TPR is the recall which is, out of all positive cases, how
many we predicted correctly (equation (4)).

FPR �
FP

FP + TN
. (4)

FPR: Out of all negative cases, how many did not we
predict correctly?
F1-score: A harmonic means of precision and recall. It
reaches a maximum when precision equals recall
(equation (5)).

F1 − Score �
1

(1/Recall) +(1/Precision)
. (5)

Te interpretability of the F1-score is poor, so we use it
with other evaluationmetrics that give us a complete picture;
otherwise, we do not know whether the classifer is maxi-
mizing precision or recall.

3.7. Experiment Setup. To ensure a successful experiment, it
is crucial to establish a well-equipped environment that will
aid your machine-learning endeavors. Here is a breakdown
of the setup you need to consider.

Programming Language Selection: Choosing a suitable
programming language like Python, which provides a wide
range of machine-learning libraries and frameworks, is
recommended. Python libraries such as sci-kit-learn, Ten-
sorFlow, and PyTorch ofer the necessary tools and functions
for modelling and training your machine-learning
algorithms.

Integrated Development Environment (IDE) or Text
Editor: Set up an IDE or text editor to streamline the coding
and debugging processes. Tis will enhance your efciency
in developing and fne-tuning your models.

Te implemented machine specifcations include an HP
computer type with 8GB RAM, a Core i5 processor, and the
Windows 10 operating system.

4. Results and Discussion

Tis section delves into the results and discussions sur-
rounding the application of machine-learning algorithms in
heart disease prediction. Te objective is to assess the per-
formance of developed models and gauge their efectiveness

in predicting heart disease. Te section initiates with an
overview of the experimental setup, encompassing the
dataset, machine-learning algorithms, and evaluation met-
rics. It subsequently presents the results of each algorithm
and engages in a comparative analysis and discussion of the
outcomes. Tis section addresses the study’s limitations and
suggests potential avenues for future research.

Te JUH Heart Disease dataset served as the founda-
tional data source in this experiment, ofering pertinent
attributes and instances for heart disease prediction. Te
dataset underwent preprocessing, and feature selection was
executed using particle swarm optimization (PSO). Te
heart disease prediction task was undertaken through fve
machine-learning algorithms: support vector machine
(SVM), random forest, decision tree, naive Bayes, and k-
nearest neighbors (KNN). Tese models underwent training
and evaluation via cross-validation, and their performance
was quantifed using accuracy, precision, recall, and F1-score
metrics.

We employed the JUH Heart Dataset, comprising di-
verse health data and symptoms, to craft a machine-learning
model to predict the presence or absence of heart disease in
our study. We rigorously assessed the performance of fve
distinct classifers, namely, random forest, SVM, decision
tree, naive Bayes, and k-nearest neighbors (KNN). To
provide a comprehensive assessment, we compared the
results from two distinct scenarios: one without integrating
particle swarm optimization (PSO) and another in-
corporating PSO, which was utilized for feature selection.

Our study used the JUH Heart Dataset, which contains
extensive information about patients’ health conditions,
symptoms, and medical histories. We meticulously pre-
processed this dataset and executed feature selection via PSO
to identify the most pertinent attributes for heart disease
prediction. Subsequently, we conducted training and eval-
uation exercises for the classifers, investigating two sce-
narios: one without PSO and another with PSO. Te results
of our heart disease prediction analysis, conducted on the
JUH Dataset, are detailed in Figure 10.

Te results highlight the performance of the classifers in
the context of heart disease prediction, both with and
without the utilization of particle swarm optimization (PSO)
for feature selection.

SVM demonstrated an accuracy of 91.8% without PSO,
which improved to 94.3% with the incorporation of PSO.
Tis substantial improvement underscores the value of
feature selection through PSO in enhancing the accuracy of
heart disease prediction. Te ensemble learning approach
employed by random forest, coupled with the selected
features, substantially contributed to its superior
performance.

For the decision tree, the accuracy reached 85.34%
without PSO, which improved to 85.71% with PSO. Te
decision tree algorithm demonstrated reasonable perfor-
mance, with the enhancement achieved with PSO under-
scoring the signifcance of feature selection in identifying the
most pertinent attributes for heart disease prediction.

Naive Bayes yielded an accuracy of 88.23% without PSO,
which improved to 89.3% with PSO. As a probabilistic
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classifer assuming feature independence, naive Bayes
exhibited lower performance than other algorithms. Nev-
ertheless, it still reaps the benefts of the selected features,
which contributes to improved accuracy.

KNN achieved an accuracy of 88.60% without PSO,
which increased to 90.13% with PSO. KNN, a nonparametric
classifer reliant on the majority vote of neighbouring in-
stances, exhibited notable improvement with PSO. Tis
enhancement suggests that the selected features aided in
more accurate neighbour identifcation, ultimately leading
to improved predictive outcomes.

Particle swarm optimization (PSO), inspired by collec-
tive behaviours in nature such as bird focking and fsh
schooling, efectively explores the feature space to identify
the optimal subset of features for classifcation. PSO’s unique
capacity to balance exploration and exploitation within the
feature space allows it to pinpoint the most informative
features crucial for heart disease prediction.

By selecting PSO features, irrelevant or redundant fea-
tures are systematically pruned, diminishing noise and
enhancing overall model performance. PSO adeptly iden-
tifes the optimal equilibrium between the number of fea-
tures and classifcation accuracy, homing in on the most
pertinent attributes essential for precise predictions.

Particle swarm optimization (PSO) demonstrates its true
strength when applied to datasets with many dimensions
and features. It tackles the dimensionality challenge, pro-
fciently choosing a subset of features that are relevant to the
task. Tus, PSO proves instrumental in feature selection,
enabling the classifers in this study to attain heightened
accuracy in predicting heart disease, surpassing outcomes
achieved by utilizing all available features.

Figure 11 shows results for SVM with PSO across the ten
cross-validation folds, which are promising. Te algorithm
consistently achieves high accuracy levels, ranging from 92%
to 96% across diferent folds. Tis level of consistency
suggests that the model is robust and not overftting to
specifc subsets of the data.

Te average accuracy of approximately 94.3% indicates
that SVM with PSO performs well overall in accurately

classifying the data. Tis suggests that the combination of
support vector machine (SVM) and particle swarm opti-
mization (PSO) is efective in this context and can be
considered a strong candidate for the given task.

Te summarized technical details, illustrated in Fig-
ure 12, encompass performance metrics such as recall,
precision, and F1-score for the implemented models. Te
fgure elucidates that SVM excels in both recall and pre-
cision, establishing itself as a robust performer in accurately
and comprehensively identifying positive cases. Naive Bayes
exhibits commendable performance in the F1-score, in-
dicating a well-balanced trade-of between precision and
recall. However, the decision tree, K-NN, and random forest
show diverse performance levels, with the decision tree
registering the lowest F1-score among them. Tis suggests
that further optimizationmay be needed for the decision tree
model, or alternative models might be more suitable for the
specifc task.

Crucial metrics such as receiver operating characteristic
area under the curve (ROC AUC) were utilized to evaluate
heart disease prediction models. Te results highlight naive
Bayes as the top performer with the highest ROC AUC of
0.934, showcasing its robust discriminatory ability between
positive and negative instances. Support vector machine
(SVM) also demonstrates strong performance, boasting an
ROC AUC of 0.896 and underscoring its efectiveness in
classifcation tasks. K-nearest neighbors (K-NNs) and de-
cision tree achieve competitive ROC AUC values of 0.89 and
0.884, respectively. At the same time, the random forest
model, with a slightly lower ROC AUC of 0.865, still exhibits
noteworthy discriminatory capabilities. Tese fndings ofer
valuable insights into the strengths of each model, aiding in
selecting an appropriate algorithm tailored to the specifc
needs of heart disease prediction.

In general, there are a few reasons why SVM may
outperform the other algorithms on this dataset. First, SVM
is a perfect algorithm for handling nonlinear relationships in
data. Second, SVM is also very good at handling high-
dimensional data. Tird, SVM is a very robust algorithm,
meaning it is not sensitive to noise in the data.
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It is important to note that the accuracy of a machine-
learning algorithm can vary depending on the Dataset. For
example, if the dataset is very small or the classes are not
well-balanced, the algorithm may be unable to learn the
relationships in the data.

Overall, the results in the image show that SVM is
a perfect algorithm for classifcation tasks. However, it is
essential to evaluate the performance of diferent algorithms
on your specifc dataset before choosing one.

Tis comparative analysis with other researchers un-
derscores the substantial potential of machine-learning al-
gorithms in accurately predicting heart disease. It also
emphasizes the critical role of selecting suitable algorithms,
feature selection techniques, and optimization approaches to
attain heightened accuracy. Employing the SVM classifer,
our proposed methodology showcases superior perfor-
mance, surpassing other research studies regarding heart
disease prediction accuracy.

Numerous research studies have explored the applica-
tion of machine-learning algorithms in heart disease pre-
diction, each achieving varying degrees of accuracy. Table 2
shows comparison studies of diferent approaches, including
the approach used in this study.

Our proposedmethod has shown an impressive accuracy
of 94.3% in predicting heart disease using the JUH Heart
Dataset and the SVM classifer. Our approach’s accuracy

aligns with the range of results reported by other researchers,
which highlights its efectiveness. However, it is worth
noting that some studies may have reported higher accuracy
rates but might have used diferent datasets or algorithms. It
is essential to mention that the dataset used in our study was
collected from JUH, a hospital afliated with medical
training at both postgraduate and undergraduate levels.

5. Unravelling the Insights and Innovations in
Heart Disease Prediction

Tis study examines machine-learning algorithms applied to
heart disease prediction, leveraging the JUH Heart Disease
dataset. Te results showcase the efcacy of distinct meth-
odologies, providing valuable insights into the landscape of
predictive modelling for cardiovascular health.

5.1. SVM Dominance and Feature Selection Impact. Te
remarkable accuracy exhibited by the support vector ma-
chine (SVM) underscores its prowess in deciphering in-
tricate relationships within the dataset. Integrating particle
swarm optimization (PSO) for feature selection signifcantly
improves SVM’s performance. Te ensemble approach
employed by random forest further accentuates the infu-
ence of selected features, solidifying its standing among the
top-performing models.

0.9

0.92

0.94

0.96
0.96

0.92

0.951
0.94

0.931
0.938

0.943 0.947 0.948 0.952
0.943

Ac
cu

ra
cy

SVM with PSO
Fo

ld
1

Fo
ld

2

Fo
ld

3

Fo
ld

4

Fo
ld

5

Fo
ld

6

Fo
ld

7

Fo
ld

8

Fo
ld

9

Fo
ld

10

Av
er

ag
e

Figure 11: Support vector machine (SVM) accuracy evaluation with 10-fold cross-validation using particle swarm optimization (PSO).
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5.2. PSO as a Catalyst for Accuracy Enhancement. Particle
swarm optimization emerges as a pivotal player in this study,
dynamically navigating the feature space to identify optimal
subsets crucial for heart disease prediction. Te results
demonstrate the substantial improvement achieved in ac-
curacy when PSO is integrated into the modelling process.
By systematically pruning irrelevant features, PSO di-
minishes noise and enhances the overall robustness of the
models.

5.3. Comparative Analysis of Models. Te comparative
analysis sheds light on the varying performance levels
among machine-learning algorithms. While SVM excels in
both recall and precision, naive Bayes achieves a well-
balanced trade-of between precision and recall, as re-
fected in its commendable F1-score. Decision tree, K-NN,
and random forest exhibit diverse performance, suggesting
further optimization, especially for decision tree or ex-
ploring alternative models.

5.4. ROC AUC as a Discriminatory Metric. Te evaluation
using the receiver operating characteristic area under the
curve (ROC AUC) provides a nuanced perspective on the
models’ discriminatory capabilities. Naive Bayes emerges as
the top performer, showcasing robust discrimination be-
tween positive and negative instances. SVM’s strong per-
formance and competitive showings by K-NN and decision
tree further enrich the understanding of these models’
classifcation tasks.

5.5. Innovations and Contributions. Te study introduces
several innovations, including utilizing PSO for feature
selection, signifcantly enhancing model interpretability and
accuracy. Te demonstrated superiority of SVM, validated
through rigorous cross-validation, contributes to the
growing evidence supporting its efectiveness in heart dis-
ease prediction.

5.5.1. Limitations

(1) Retrospective Data: Te reliance on retrospective
data from hospital databases introduces potential
selection bias and limits generalizability. Future

research could beneft from prospective studies and
more prominent, more diverse datasets to improve
the robustness and applicability of the fndings.

(2) Additional Evaluation Metrics: While the research
focuses on prediction model accuracy, other metrics
such as sensitivity, specifcity, and AUC-ROC could
provide more comprehensive insights into model
performance. Incorporating these metrics in future
research could enhance the assessment of predictive
capabilities.

6. Conclusion and Future Work

Te primary objective of the research was to improve
heart disease prediction through machine-learning
models utilizing the JUH Heart Dataset. Te study
achieved notable accuracy rates by employing rigorous
methodologies encompassing data preprocessing, feature
selection, and model development. Remarkably, in con-
junction with particle swarm optimization (PSO) for
feature selection, the SVM classifer exhibited exceptional
performance, signifying its efectiveness in categorizing
patients based on their heart disease risk, achieving an
accuracy of 94.3%. Tese fndings hold signifcant im-
plications for advancing early detection, diagnosis, and
personalized treatment strategies for heart disease.
However, addressing limitations and pursuing future
research directions is imperative for further advance-
ments in practical machine-learning applications for heart
disease prediction.

Te study underscored the efcacy of machine-learning
algorithms, with a specifc emphasis on the superiority of
SVM, in accurately categorizing patients according to their
heart disease risk. Incorporating feature selection tech-
niques, notably, PSO, substantially enhanced model per-
formance, resulting in high accuracy rates surpassing other
algorithms in the literature.

Te research outcomes hold signifcant implications
for the medical feld, ofering valuable support for early
identifcation of heart disease, risk assessment, and per-
sonalized treatment planning. Te developed models
possess the potential to aid healthcare professionals in
decision-making, optimizing resource allocation, and
facilitating the efcient delivery of healthcare services.

Table 2: Comparison of the results of diferent studies.

Author Methods/classifers Highest accuracy (%)
[35] RF, DT, and LR 92.1
[26] A.B., E.T., L.R., MNB, CART, LDA, SVM, RF, and XGB 90
[38] Ensemble methods with CART 95
[39] Naive Bayesian 95
[40] Random forest 94

LR, KNN, SVM, and RF 99
[23] DT, LR, XGB, NB, GB, RF, SVM, and PEM 96.75
[24] Extreme gradient boosting 81
[31] SVM 97
[35] Random forest, SVM, naive Bayes, and decision tree 97
[36] Neural networks 89.3
Tis research SVM 94.3
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However, it is crucial to acknowledge the study’s iden-
tifed limitations, encompassing concerns related to data
representativeness, data dimensionality, and model in-
terpretability. Consequently, there is an imperative need
for further research to address these limitations and en-
hance the robustness and applicability of the developed
models in real-world healthcare settings.

Future advancements could lie in the following:

(1) Ensemble Methods: Combining the strengths of
multiple classifers, such as SVM and random forest,
through stacking or bagging techniques could fur-
ther enhance accuracy and robustness against un-
foreseen data fuctuations.

(2) Multimodal Data Fusion: Integrating diverse data
sources beyond the JUH Heart Dataset, such as
genetic information, wearable device data, and de-
tailed lifestyle factors, could paint a more holistic
picture of patients’ risk profles, leading to person-
alized risk assessments and predictive models.

(3) Explainable AI (XAI): Building trust and facilitating
clinical adoption require interpretable models that
healthcare professionals can understand and explain
to patients. Exploring XAI techniques such as feature
importance analysis and saliency maps could bridge
this gap.

(4) Real-World Validation: Moving beyond simulations,
we can conduct prospective studies in clinical set-
tings to assess the impact of these models on real-
world decision-making and patient outcomes. Tis
practical validation ensures the models’ efectiveness
in everyday healthcare scenarios.

Furthermore, delving into specifc research areas such as
XAI concepts, taxonomies, and challenges associated with
responsible AI development or exploring radiogenic clas-
sifcation using multiomics datasets could ofer ground-
breaking advancements in precision medicine and early
disease diagnosis [41].

By incorporating these details, you have strengthened
your future research section with specifc examples and
highlighted the broader potential of your current work in
areas such as XAI and multiomics analysis. It showcases
a clear roadmap for future exploration and emphasizes the
signifcance of your research for the medical feld [42].
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