
Applied Computational Intelligence

and Soft Computing

Special Issue on

Recent Developments in Arti®cial Neural Network Structure

Optimization and Parameter Initialization

CALL FOR PAPERS
In recent years, signi�cant progress has been made in both theories and applications
of arti�cial neural networks (ANNs) and their hybrid variants. �ey have been
successfully applied to solve real-world problems, such as modeling, adaptive
control, and classi�cation. �is is possible due to the development of various
techniques that tune the parameters of these neural network-based models. �ese
ANN models and their variants o�en require a large number of parameters and
mathematical operations to make accurate predictions, therefore, designing optimal
architectures for these networks will speed up their learning process and improve
their generalization capability.�e other important factor that can a�ect the accuracy
and training time of these models is the initial setting of the parameter values
of these models. If they are initialized correctly, they can help reduce training
time and improve performance of the model. Neural network pruning is a process
of simplifying a neural network by eliminating some of its components, such
as weights, activations, or entire layers. �e goal of pruning is to reduce the
number of parameters, operations, and memory required by the network, without
compromising its functionality or accuracy. In some instances, the neural network
may begin small but then grows tomeet the requirements of the problem – therefore,
parameters can be eliminated or included to improve the performance of the
network.

Neural network pruning-growing and parameter initialization are not easy tasks and
can present some challenges and trade-o�s. For example, it can be di�cult to �nd
the optimal pruning ratio between complexity and functionality, which may require
trial-and-error or adaptive methods. Additionally, pruning-growing can a�ect not
only the e�ciency, but also the quality and reliability of the network. To evaluate the
impact of pruning, rigorous testing and validation may be needed, or benchmarks
that capture the trade-o�s between speed, size, accuracy, and robustness.

�e goal of this Special Issue is to gather papers o�er novel insights, innovative
approaches, and advancements in novel methods for optimizing the structure of
neural models and frameworks for the initialization of their parameters to optimize
training time. We welcome both original research and review articles.

Potential topics include but are not limited to the following:

Neural network-based model pruning techniques for e�cient model
compression using evolutionary and nature inspired algorithms
Detailed methodological approaches in evolutionary and nature inspire
algorithms for model compression
Magnitude and structured pruning methods and their novel combinations
Application of structurally optimized neural models in modeling, adaptive
control, and time-series forecasting
Development of novel methods based on zero, random, and Xavier methods
for the model’s initialization parameter setting
Structure optimization and initialization methods for neural-based models
Comparisons of various structural optimization strategies for neural-based
models
Structurally optimized recurrent neural models such as long short-term
memory (LSTM), locally, or fully connected neural network models
Application of constructive algorithms to synthesize arbitrarily connected
neural networks
Combining novel weight initialization methods and constructive-covering
algorithms to con�gure a single feedforward neural network
Self-organizing neural-based methods and their stability analysis

Authors can submit their manuscripts through the Manuscript Tracking System at
https://review.wiley.com/submit?specialIssue=865122.

Papers are published upon acceptance, regardless of the Special Issue publication
date.
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