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Recent experimental observations of unconventional isotope effects, multiband superconductivity, and unusual local lattice
responses are reviewed and shown to be naturally explained within a two-component scenario where local polaronic effects are
important. It is concluded that purely electronic mechanisms of high-temperature superconductivity are incomplete and unable
to capture the essential physics of cuprates and other layered superconductors.

1. Introduction

The discovery of high-temperature superconductivity
(HTSC) in cuprates [1] was motivated by the knowledge that
copper is one of the strongest Jahn-Teller ions in the periodic
system [2]. The basic ingredient of the Jahn-Teller effect is
the lifting of the electronic band degeneracy due to a lattice
distortion. This has been shown to give rise to Jahn-Teller
polaron formation [3] where electronic and lattice degrees of
freedom are undistinguishable and form a new quasiparticle
sharing the same wave function. Thus lattice and electronic
responses are coupled and give rise to multiple novel effects
which are absent in a conventional Fermi liquid and an
electron-phonon coupled superconductor.

However, soon after the discovery of HTSC, novel
mechanisms have been suggested as origin of the pairing
glue which neglect completely any lattice responses. These
ideas have mainly been invoked in view of the facts that
(i) at optimum doping, that is, at the maximum value of
the superconducting transition temperature Tc, the isotope
effect on Tc is negligibly small [4]; (ii) the superconducting
transition temperatures above liquid nitrogen are beyond
the BCS scheme; (iii) the antiferromagnetic (AFM) prop-
erties of the undoped insulating parent compounds are a
consequence of a strong onsite Coulomb repulsion; (iv) a d-
wave superconducting order parameter seems to be realized.

These facts have been taken as evidence that t-J physics or
a two-dimensional Hubbard model is sufficient to capture
the essential ingredients of the physics of cuprate high-
temperature superconductors (HTSs).

That these ideas are insufficient in explaining the phe-
nomenon of HTSC in cuprates has been demonstrated by
the observation of strong lattice responses at the onset of the
pseudogap phase as well as at Tc [5–12]. Phonon anomalies
and anomalous local lattice responses have been reported
for both regimes [13–15]. Unexplained within the above
mentioned electronic models are all isotope effects observed
in the cuprates. These range from a doping dependent
isotope effect on Tc [4, 16], the superconducting energy
gap [17], the penetration depth [16], the Néel temperature
TN [18], the spin glass phase temperature Tg [18], and the
pseudogap onset temperature T∗ [19]. This implies that
over the whole and very complex phase diagram of cuprates
isotope effects are observed which will be discussed in more
detail below. Even though these findings do not necessarily
support a lattice mediated pairing mechanism, they are
evidence that lattice effects play an essential role and cannot
be neglected in any models for HTSC.

Another support for the importance of the lattice to
HTSC stems from the fact that superconductivity is only
observed upon doping the stoichiometric parent compounds
which leads to an energy imbalance in all important physical
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properties: the extra charge introduced by doping leads
to a charge mismatch which has to be compensated; the
size difference of the doped ions creates local strain fields
surrounding the dopant; the antiferromagnetism is rapidly
destroyed; in spite of the large onsite Coulomb repulsion the
system adopts metallic properties.

The failure of purely electronic models to describe
the physics of cuprate HTSs is also demonstrated by the
observation that superconductivity is not based on a purely
d-wave order parameter, but that at least two components
are involved here. This has been postulated early on [20,
21] and shown unambiguously recently [22–25]. Details are
elucidated below.

The local lattice response to superconductivity as well as
to the pseudogap phase has been shown to be quite unusual
since the mean square Cu-O displacement exhibits novel
features at each of these phases [7, 8, 26–28]. The normally
expected Debye-Waller behavior appears as a background
here, and divergences in it at T∗ and Tc are overlaid on it.
These features are rather uncommon in solid state physics
and certainly beyond any purely electronic model. They are
not observed in a specific cuprate family only, but in all
investigated compounds from which it can be concluded that
they are intrinsic and generic.

As has been demonstrated early, cuprates are highly
inhomogeneous with multiple components which interact
with each other but are governed by different—even though
coexisting—ground states [20–25, 29–33]. The energy
imbalance introduced by dopants has been explained in
terms of polaron formation [34] where a transition from
a polaron liquid to a polaron glass has been suggested to
be realized [35, 36]. Another approach where lattice effects
are of vital importance is based on bipolaron formation
where preformed pairs Bose condense at Tc [37]. Rather
related is the idea that superconducting islands form above
Tc which form percolating path ways and gain coherence
at Tc [38–40]. The two-component scenario is also an
important ingredient in a two-story house model where
anti-Jahn-Teller physics attains importance [41]. Another
approach is based on the idea that a crossover from a Bose
Einstein to BCS scenario takes place [29, 30]. Not all of the
above ideas are able to explain the unconventional isotope
effects, but especially models including polaron/bipolaron
formation [42] show that these are realized in agreement
with experimental observations [37, 43–46]. The suggestion
of multiband superconductivity in complex materials has
been made soon after the BCS theory [47–50], and it has
been reinvoked for cuprate HTSs after their discovery [51–
54]. Thus it seems that many experiments and also many
theoretical approaches clearly abandon the plain vanilla idea
and support each other in a very consistent way.

In the following first experimental results are presented.
In the beginning isotope experiments are described, then
data presented which strongly support multiband supercon-
ductivity in cuprate HTSs, followed by the description of
experiments on local lattice responses. Next, a multiband
model with polaronic coupling is introduced which consis-
tently describes the experimental data. Finally, conclusions
are made.
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Figure 1: Oxygen isotope (16O /18O) effect (OIE) exponent
αO versus tc = Tc/Tm

c for various families of cuprate HTSs
(Tm

c denotes the maximum Tc for a particular family). Red
circles: Y1−xPrxBa2Cu3O7−δ ; blue triangles: YBa2−xLaxCu3O7; green
squares: La1.85Sr0.15Cu1−xNixO4. The references to the experimental
data are given in [16]. The black dashed line is a guide to the eye.
The black stars and solid line refer to the calculated αO when only
the nearest neighbour hopping integral t1 is renormalized, whereas
the purple stars and solid line refer to the renormalization of t2, t4
[43–46].

2. Experimental Results

2.1. Isotope Effects. The oxygen-isotope (16O/18O) effect
(OIE) on the transition temperature Tc in HTSs was
investgated already shortly after the discovery of HTSC [4].
The OIE on Tc is defined by the OIE exponent αO =
−d lnTc/d lnMO, where MO denotes the oxygen ion mass
(16O or 18O). Numerous experiments revealed that for all
cuprate HTS families the OIE exponent αO shows a generic
trend: in the underdoped regime αO is large (even exceeding
the BCS value of αO = 0.5) and becomes small close to
optimal doping [4, 16, 56, 57]. An example of this generic
behavior of αO as a function of Tc/Tm

c for various families
of cuprate HTSs is displayed in Figure 1 (Tm

c denotes the
maximum Tc for a particular HTS family).

The almost vanishing OIE at optimum doping is con-
trasted to the strongly enhanced one in the underdoped limit
close to the antiferromagnetic (AFM) phase boundary. Here,
the OIE well exceeds the BCS limit and exhibits unusually
large values. This is striking since the proximity to the AFM
regime would suggest that spin fluctuations gain importance
and dominate over any lattice effects. This observation clearly
marks the breakdown of purely electronic models.

The early suggestion that the apex oxygen ions contribute
in a special way to superconductivity stems from the fact
that strongly anharmonic dynamics are involved in out of
plane oxygen ion vibrations [58–62]. These polar almost
instable modes carry huge dipole moments and cause the
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Figure 2: Magnetization curves near Tc, showing the SOIE in optimally doped YBa2Cu3O7−δ for x = 6.957(2) (triplet A) and x = 6.963(3)
(triplet B). Here p, a, and c denote the different oxygen ion sites in YBa2Cu3O7−δ (p: planar oxygen ion sites; a: apical oxygen ion sites; c:
chain oxygen ion sites). For example, 〈18Op

16Oac〉B denotes a sample from batch B with 18O in CuO2 planes and 16O in the apical and chain
sites. It is evident that the planar oxygen atoms mainly contribute to the total OIE on Tc, after [55].

high dielectric constants observed in cuprate HTSs [63]. In
order to test these ideas, site selective oxygen-isotope effect
(SOIE) experiments are the only tool to differentiate between
the role played by the in-plane and the out of plane oxygen
ions. SOIE experiments are extremely difficult, and so far
could only be realized for the Y1−xPrxBa2Cu3O7−δ system,
since for this system the oxygen ion site occupation can
be controlled thermally [55, 64–66]. Careful back exchange
experiments were performed to ensure that the doping level
for both isotopes remains identical. In addition, Raman
experiments were undertaken to clearly differentiate from the
eigenmodes where oxygen isotope replacements were made.
As an example, Figure 2 shows the magnetization curves near
Tc of the SOIE study of optimally doped YBa2Cu3O7−δ by
Zech et al. [55]. It is evident that the planar oxygen ions
mainly contribute to the total OIE on Tc. Moreover, detailed
SOIE investigations of Y1−xPrx Ba2Cu3O7−δ clearly revealed
that the planar oxygen atoms mainly contribute (almost
100%) to the total OIE on Tc at all doping levels, whereas
the chain and apical oxygen ions contribute only negligibly
to it (see Figure 3) [55, 64–66]. This finding could point to
a dominant role played by the in-plane oxygen ions, but this
is, however, misleading since the density of states of the in-
plane oxygen ions is much larger than the one of the out-
of-plane oxygen ions and thus it cannot be concluded that
these ions are irrelevant to superconductivity, which will be
detailed below [67].

An OIE on the in-plane magnetic penetration depth λab
should be absent within the BCS theory since electronic

90705030

Tc (K)

Y1−xPrxBa2Cu3O7−δ

t = p + ac
p
ac

0

0.2

0.4

0.6

α
O

Figure 3: Total (t) and partial (p, ac) OIE exponent αO as a function
of Tc for Y1−xPrx Ba2Cu3O7−δ (t: all oxygen ion sites; p: planar
oxygen ion sites; ac: apex and chain oxygen ion sites). Solid and

dashed lines are guides to the eye, after [16].
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Figure 4: Normalized superfluid density (in-plane penetration depth) λ−2
ab (T)/λ−2

ab (0) for the 16O- and 18O-substituted microcrystals of
La2−xSrxCuO4 ((a): x = 0.080, (b): x = 0.086). The reproducibility of the oxygen exchange was checked by the back exchange (crosses), after
[68].

and phononic degrees of freedom are treated as independent
(adiabatic approximation). In the opposite limit, however, an
isotope effect on λab is possible, which corresponds to strong
coupling as is given in polaronic models. This implies that
the effective carrier mass m∗ can no longer be decoupled
from the ionic mass M, giving rise to an isotope effect on
the magnetic penetration depth which is not expected for
conventional phonon-mediated superconductors. Indeed, a
substantial OIE on the zero-temperature in-plane magnetic
penetration depth λab(0) was observed in several families of
HTSs at different doping levels using various experimental
techniques [16, 56, 57, 68, 70–72]. As an example, Hofer et al.
[68] investigated the OIE on Tc and λab(0) in microcrystals
of underdoped La2−xSrxCuO4 with a mass of only ≈100 μg
using a highly sensitive magnetic torque device to measure
the magnetization of these tiny crystals. Figure 4 shows the
temperature dependence of λ−2

ab (T)/λ−2
ab (0) extracted from

the magnetic torque data for two oxygen-isotope exchanged
microcrystals of La2−xSrxCuO4.

The doping dependent OIE on λab(0) is appreciable as
can be seen in Figure 4. Since it is observed in various
different cuprates, it must be concluded that it is generic to
HTSs. It is interesting to note that the OIE on λab(0) found
for different families of cuprates exhibits almost the same
generic trend with doping as the one on Tc (see Figure 5).
At low doping a linear correlation between both OIE’s is
observed: Δλab(0)/λab(0) ≈ |ΔTc/Tc|. However, near optimal
doping, a deviation from this linear behaviour occurs, and
Δλab(0)/λab(0) ≈ 10 |ΔTc/Tc|. The linear correlation at low
doping is well explained by the polaronic model [43–46]
described below. However, this model cannot account for
the deviations near optimum doping. This is due to the
fact that the polaronic coupling was assumed to be doping

independent which is an oversimplification. At optimum
doping the polaronic coupling should be smaller than in the
underdoped regime which still would yield an isotope effect
on the penetration depth but a vanishing one on Tc.

The OIE’s discussed so far already provide clear evidence
that purely electronic models cannot describe the complex
physics of HTSs. Another doping dependent OIE on the
average zero-temperature superconducting gap Δ0 further
supports this conclusion.

In conventional superconductors the isotope effect on
the superconducting energy gap Δ0 is simply determined by
the isotope effect on Tc through the relation 2Δ0/kBTc ≈
3.52. However, in cuprate HTSs this relation is not neces-
sarily fulfilled, because Tc depends strongly on doping. In
addition, as discussed below, cuprate HTSs have a complex
superconducting order parameter, namely, an admixture of
s + d-wave symmetry. A systematic study of the OIE on

the average gap Δ0 = (1/2)
√
Δ

2
s + Δ

2
s (Δs ≡ s-wave gap,

Δd ≡ d-wave gap) in Y1−xPrxBa2Cu3O7−δ for various doping
levels x was carried out by means of SQUID magnetization
experiments [17]. Note that the above defined average gap
equally weighs the s- and d-wave contributions. In reality the
gaps could contribute with different weights to the average
one depending on the doping level. However, this would
introduce an additional parameter which is not accessible
experimentally. For this reason we have assumed the simplest
possible form of the average gap as given above. The values
of Δ0 extracted from the temperature dependence of the
superfluid density were found to be proportional to Tc with
2Δ0/kBTc ≈ 5.34 as predicted prior to the experiment by
the polaron model [43–46] described here. It is substantially
larger than the BCS value of 3.52. As shown in Figure 6, the
OIE on Δ0 scales linearly with the one on Tc, exhibiting a
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Figure 5: Plot of the OIE shift Δλab(0)/λab(0) versus the OIE
shift |ΔTc/Tc| for La2−xSrxCuO4 and PrxY1−xBa2Cu3O7−δ using
different experimental techniques and types of samples. The data
are summarized in [16, Table 1]. The solid line corresponds to
model calculations of the OIE on Δλab(0)/λab(0) obtained from the
theoretical results for the average gap [43–46, 69], after [43–46].

sign reversal of the OIE’s on Δ0 and Tc near optimal doping
as predicted in [43–46] and discussed below.

Cuprate HTSs exhibit a rich phase diagram as a function
of doping (see Figure 7). The undoped parent compounds
show long range 3D antiferromagnetic (AFM) order. When
holes are doped into the CuO2 planes, the AFM order is
rapidly destroyed and only short-range AFM correlations
survive even in the superconducting (SC) region of the phase
diagram giving rise to a spin-glass (SG) state. Consequently,
the SC and the SG phases coexist within a small doping
range. With increasing doping, the SG phase disappears and
a pure SC phase with increasing superconducting transition
temperature Tc emerges. Four different phases can thus be
distinguished: the AFM phase, the SG phase, the SG + SC
phase, and the SC phase. The relation and interplay of
these phases is still a controversial and open issue, since key
experiments that may clarify this fundamental questions are
still missing. Therefore, it is very interesting to investigate the
OIE’s on the corresponding transition temperatures between
the various phases.

Several years ago the Zurich group observed a
huge OIE on the spin-glass freezing temperature Tg in
La2−xSrxCu1−zMnzO4 (x = 0.03 and 0.05; z = 0.02)
by means of muon-spin rotation (μSR) [73]. This is a
clear signature that the spin dynamics in cuprates are
ultimately correlated with the lattice. Recently, the same
group performed a detailed OIE study of the various phases
(SC, SG + SC, SG, AFM) in the prototype cuprate system
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Figure 6: Comparison of the OIE shift of the average supercon-
ducting gap Δ0 to the one on the transition temperature Tc for
Y1−xPrxBa2Cu3O7−δ (x = 0.0, 0.2, 0.3, 0.45). Circles refer to the
experimental data. The stars represent back exchange data. The
solid green line is discussed, after [17].

Y1−xPrxBa2Cu3O7−δ by means of μSR and magnetization
experiments [18]. These techniques have the advantage
of being direct, bulk sensitive, unambiguous, and able to
measure Tc as well as Tg in the region where both coexist.
The results of this OIE study are displayed in Figure 7. All
transition temperatures Tc, Tg , and TN exhibit an OIE which
is the strongest, where the respective phase (SC, SG, and
AFM) terminates. It is interesting to note that the OIE on Tg
and TN are sign reversed as compared to the one on Tc. In
the coexistence region of the SG and SC phase (SG + SC) a
small OIE on Tc corresponds to a large negative OIE on Tg
and vice versa. This observation suggests that in this regime
phase separation sets in where the superfluid density coexists
with a nonsuperfluid density related to the SG state. Since
the OIE on Tc can be accounted for by polaron formation
[43–46], the one on Tg is very likely driven by the same
physics. By relating TN to the metal insulator transition, a
reduction in kinetic energy caused by polaron formation
explains this unconventional OIE as well [18, 43–46].

In addition to the OIE’s observed on all the phase lines in
the generic phase diagram of cuprate HTSs (see Figure 7(a)),
a huge OIE was also detected on the pseudogap tempera-
ture T∗, providing further evidence that lattice effects are
relevant here as well. In particular, XANES experiments in
La2−xSrxCuO4 [74] as well as inelastic neutron scattering
studies of HoBa2Cu4O8 and La1.81Sr0.18Ho0.04CuO4 [19]
yielded a large and sign reversed OIE on T∗. As an example,
the results for HoBa2Cu4O8 are shown in Figure 8. It is
interesting to note that neutron scattering experiments
revealed an even larger 63Cu/65Cu isotope effect on T∗ which
is not present in La1.81Sr0.18Ho0.04CuO4 [19]. This finding
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Figure 7: (a) Dependence of the superconducting transition (Tc),
the spin-glass ordering (Tg), and the antiferromagnetic ordering
(TN ) temperatures for 16O/18O-substituted Y1−xPrxBa2Cu3O7−δ on
the Pr content y = 1 − x. The solid lines are guides to
the eye. The areas-denoted by “AFM”, “SG”, and “SC” represent
the antiferromagnetic, the spin-glass, and the superconducting
regions, respectively, and “SG + SC” corresponds to the region
where spin-glass magnetism coexists with superconductivity. (b)
OIE exponents αO of Tc, Tg , and TN for 16O/18O-substituted
Y1−xPrxBa2Cu3O7 as a function of the Pr content y = 1 − x. The
dashed line corresponds to the BCS value αBCS

O = 0.5. The solid lines
are guides to the eye, after [18].

supports the idea that an umbrella-type mode is involved
in the formation of the pseudogap state in HoBa2Cu4O8.
Since La1.81Sr0.18Ho0.04CuO4 has no apical oxygen, this mode
is absent in this compound. These huge isotope effects have
been interpreted in terms of dynamical charge ordering [43–
46]. The two-component picture discussed in this paper
implies that also ordering in the spin system (charge poor
region) sets in around T∗ as observed in YBa2Cu4O8 by
means of NQR [75]. This is consistent with the almost
vanishing OIE on T∗ (comparable to the OIE on Tc) detected
by NQR which is mainly sensitive to the spin system [75].

2.2. Mixed Order Parameter Symmetries. From, for example,
phase sensitive experiments [76] it has been concluded
that the order parameter in cuprate HTSs has pure d-wave
symmetry, which is possible only if the CuO2 planes have
strictly cubic symmetry. However, either static or dynamic
distortions of the CuO2 planes are present which destroy the
cubic symmetry and are mostly ignored theoretically. Early
on it has been emphasized that cuprate HTSs must have a
multicomponent order parameter, since many experiments
are incompatible with a single d-wave scenario [20, 21]. This
implies that coexisting superconducting gaps with different
pairing symmetries must be present, namely, s-wave and d-
wave. This suggestion has been supported by a number of
experiments using various experimental techniques, includ-
ing nuclear magnetic resonance (NMR) [77, 78], Raman
scattering [79, 80], phase-sensitive experiments [81], and
neutron crystal-field spectroscopy [82], to give only a few
examples. In addition, c-axis tunneling data provide evidence
that the gap along the c-axis is dominantly of s-wave
symmetry [83, 84]. Soon after the BCS theory coupled gaps
have been postulated to be realized in complex materials
where various electronic bands lie in the vicinity of the Fermi
surface [47–50]. The experimental verification of these ideas
was, however, made much later in Nb doped SrTiO3 [85]
and long been believed to be an unusual exception. After
the discovery of two-gap superconductivity in MgB2 [86]
a vast amount of compounds have been shown to exhibit
this phenomenon. Especially, in the newly discovered FeAs
superconductors with rather high Tc’s unique features for
the existence of two gaps have been seen [87]. Since c-
axis experiments are rare for cuprates and most tunneling
data are in the ab-plane, different tools have to be used to
demonstrate the existence of s + d-wave superconductivity
in cuprates. In order to probe the existence of coupled order
parameters bulk sensitive experiments on single crystals are
required. Muon-spin rotation (μSR) has demonstrated to
be a unique tool to investigate the temperature dependence
of the superfluid density in the bulk of a superconductor,
from which, in turn, the superconducting gaps can be
derived. A clear indication for the existence of two gaps
is the appearance of an inflection point in the superfluid
density at low temperatures. Such an anomaly was detected
in MgB2 and shown to stem from the coexistence of a
large and a small gap [86]. In cuprate HTSs a similar
anomaly was observed in the in-plane superfluid density
in single-crystal La2Sr2−xCuO4 determined by means of
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Figure 8: Temperature dependence of the intrinsic line width Γ(HWHM) corresponding to the Γ3 → Γ4 ground-state crystal field transition
in oxygen-isotope exchanged HoBa2Cu4O8 as determined from inelastic neutron scattering experiments. The solid lines correspond to the
line width in the normal state calculated by the Korringa law, after [19].

μSR experiments and analyzed in terms of coupled s + d
wave order parameters (Figure 9) [22–25]. In order to show
that this feature is not material dependent but intrinsic
to cuprates similar experiments were performed for single
crystals of YBa2Cu3O7−δ and YBa2Cu4O8 where it was
possible to determine the temperature dependence of the
superfluid density along all three crystallographic axis a, b,
and c [22–25]. The results are shown in Figure 10, from
which it can be seen that in both compounds an inflection
point appears along the a- and b-axis, which is absent along
the c-axis. The analysis of these data yields s + d wave
order parameters in the ab-planes, whereas along the c-axis
predominantly an s-wave component exists.

The observation of a pronounced inflection point in
the in-plane superfluid density at low temperatures in all
three systems (Figures 9 and 10) is a signature of the
coexistence of a small and a large gap. From the magnetic
field dependence of the superfluid density it is concluded
[22–25] that in the CuO2 planes a small s-wave gap coexists
with a dominant d-wave gap. As shown in Figure 10, the
temperature dependence of the superfluid density along the
c-axis differs considerably from those in the b-planes. The
absence of an inflection point and the saturation at low
temperatures (compare σa and σb with σc in Figure 10) are
characteristic for a pure s-wave gap. From a theoretical point
of view, a mixed order parameter scenario [43–46] requires
that also a small d-wave admixture should be present.
However, the d-wave component appears to be too small to
be observed experimentally [22–25].

In conclusion, the unique behaviour of the temperature
dependence of the superfluid density observed in all three
cuprate systems strongly suggests that the order param-
eter is more complex than expected for a single d-wave
order parameter, and that this complex order parameter
is an intrinsic and generic feature of all cuprate HTSs. In

particular, the finding that the gap along the c-axis has a
predominant s-wave character demonstrates the importance
of the coupling between the CuO2-planes, and that 2D
physics concentrating on the CuO2 planes only is rather
insufficient and incomplete. It is important to mention that
the coexistence of an s- and d-wave gap not only is a conse-
quence of the static or dynamic degree of orthorhombicity
but also results from the fact that two components dominate
the physics of HTSs. These experimental facts are completely
neglected in many theoretical models.

2.3. Local Lattice Responses. About 10 years after the discov-
ery of HTSC a number of local probes have been used to
study the in-plane and out-of-plane Cu-O distances in order
to gain information about the local structure in cuprates
[5–8, 10–13, 26–28]. Here, especially, the extended X-ray
absorption fine structure (EXAFS) technique has proven
to be a useful tool. The early experiments [5–8] reported
not only two distinctly different Cu-O bond lengths in the
Cu-apical-oxygen distance but also anomalies in these as a
function of temperature. While far above Tc the first anomaly
was observed and related to T∗, the second developed in the
SC phase. Besides of the c-axis-related anomalies, also the
in-plane Cu-O bond length was shown to be characterized
by similar anomalies and two length scales [7, 8]. The
interpretation of the data was made in terms of stripe
like modulations of the local structure setting in at T∗,
where undistorted and distorted areas coexist. More recently,
high-resolution EXAFS studies have concentrated on the in-
plane Cu-O distance and investigated this in the presence of
different dopants [26–28]. In the latter studies an anomalous
upturn in the mean square in-plane Cu-O distance has been
reported with two clear anomalies appearing atT∗ and below
Tc. Typical results are shown in Figure 11 and in comparison
to the theoretical results as inset to Figure 16. Note that
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Figure 9: Temperature dependence of the μSR relaxation rate σsc ∝ λ−2
ab of single crystals of La1.83Sr0.17CuO4 measured at magnetic field

strengths of 0.02, 0.1, and 0.64 T . Lines in panels (a) and (b) represent calculations using a two-gap model [22–25]. The green and blue lines
in panel (b) show the individual contributions from the d- and s-wave gap, after [22–25].

such anomalies are rather untypical in conventional solids
and even absent in highly anharmonic compounds with
strong soft mode behaviour. Since the experiments test
ionic displacements which correlate with T∗ and Tc, an
explanation of these is beyond any purely electronic model.
In addition, the appearance of these anomalies along the c-
axis points to pronounced c-axis involvement, as has been
stressed from the penetration depth data.

3. Theoretical Modeling

The theoretical understanding of the pairing mechanism
in cuprate HTSs remains controversial where basically two
distinctly different approaches have been pursued in the
last years: one is based on a purely electronic mechanism
where the large onsite Coulomb repulsion U at the Cu
site is assumed to play a major role. This approach can
either be cast into a 2D Hubbard model or in extreme
cases, when U is much larger than the hopping integral,
or be modeled by the so-called t-J Hamiltonian. Obviously,
all lattice effects are ignored whereby isotope effects, as
observed experimentally and being described above, are
regarded as unimportant. Nevertheless, an explanation for
these is offered by postulating that the hopping integrals
depend on the oxygen isotope mass. This implies that
the unique energy scale as given by J = 4t2/U becomes
isotope dependent. Since J in this approach dominates the
AFM regime as well as the SC region, both corresponding
transition temperatures, namely, TN , Tc, should have equal

isotope dependencies. This is in contrast to the above
described isotope experiments whereTN andTc have opposite
signs of the OIE. Also, the many correlations between
lattice anomalies and superconductivity are missing in these
scenarios. 2D Hubbard and t-J models are based on a single
d-wave order parameter and do not admit for the complex
order parameters as observed experimentally. In this respect
both approaches rely on a homogeneous picture in contrast
to the observed inhomogeneity of HTSC. A rather dramatic
failure of these purely electronic approaches is the inability
to account for the c-axis s-wave gap. The third dimension
is almost completely ignored and important contributions
from the out-of-plane structural elements missing. As such,
the completely decoupled CuO2 planes alone should be
superconducting, which is again in contrast to experiments.

An alternative approach to HTSC is based on electron-
lattice interactions, where conventional BCS theory and
polaron and bipolaron formation are considered [29–46].
The problem with the standard electron-phonon-coupled
superconductivity lies in the fact that the high values of Tc
require large coupling constants, which, in turn, may easily
lead to lattice instabilities. Also, as already mentioned above,
an isotope effect on the penetration depth is absent, and
a doping dependent OIE on Tc is not present. As such,
polaronic or bipolaronic scenarios are more likely to be
realized in HTSs. This is also favored by the energy mismatch
introduced upon doping. The extra charge which enters
the stoichiometric antiferromagnetic matrix requires strong
screening through the lattice, which undergoes anomalous
local distortions around these charges which have been
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results from model calculations as discussed in [22–25], after [22–25].

addressed above [5–13, 26–28]. This strong interaction
between dopant and the lattice leads to local polaron
formation. While at high temperatures these polarons are
randomly distributed over the lattice, the large strain fields,
which accompany them, require a self-organization into
dynamical patterns like, for example, stripes [43–46]. This
patterning takes place at the onset temperature T∗ of the

pseudogap phase and leads to the coexistence of metallic
distorted regions with “pseudo” antiferromagnetic insulating
regimes [43–46]. Both regions are not independent of each
other but interact dynamically through the lattice and local
charge transfer. In the superconducting phase the polarons
persist and contribute to superconductivity through pair
formation and interband interactions [43–46, 88].
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Besides of the electronic response to doping and local
lattice effects, also the lattice experiences important renor-
malizations since electronic and lattice degrees of freedom
are undistinguishable. This shows up in local mode softening
due to the electronic cloud trapped by the lattice and
influences—in turn—the relative mean square Cu-O lattice
displacement [88]. An unusual upturn at the point where
the polarons gain coherence appears and another anomaly
upon the onset of superconductivity takes place. This second
anomaly depends, however, on the pairing symmetry and is
most pronounced for the case of an s-wave order parameter.

The above described scenario is modeled by the following
(simplified) Hamiltonian [43–46, 89, 90]:

H = Hd +Hc +Hcd +HL +HL−d +HL−c, (1)

where Hd,Hc refer to the purely electronic energies of the
AFM matrix and the doped holes, and Hcd is the interaction
between both and resembles a hybridization term. The last
three terms are the pure lattice part, the electron-lattice
interactions with the AFM holes, and the doped holes,
respectively. The terms in (1) are explicitly given by [43–
46, 88–90]

Hd =
∑

i,σ

εdd
+
i,σdi,σ +

∑

i, j,σ ,σ ′
ti j
(
d+
i,σdj,σ ′ + c.c.

)

+U
∑

i

nd,i↑nd,i↓,

Hc =
∑

i,σ

εcc
+
i,σ ci,σ +

∑

i, j,σ ,σ ′
ti j
(
c+
i,σ c j,σ ′ + h.c.

)
,

Hcd =
∑

i, j,σ ,σ ′
tcd
(
c+
i,σdj,σ ′ + c.c.

)
,

HL =
∑

i

p2
i

2Mi
+

1
2
Mω2Q2

i ,

HL−d =
∑

i, j,σ ,σ ′

[
gnd,iQi + g̃

(
c+
i,σdj,σ ′ + d+

i,σ c j,σ ′
)
Qj

]
,

HL−c =
∑

i, j,σ ,σ ′

[
gnc,iQi + g̃

(
c+
i,σdj,σ ′ + d+

i,σ c j,σ ′
)
Qj

]
.

(2)

The electronic states within the antiferromagnetic back-
ground are denoted by creation and annihilation operators
d+, d, with density nd = d+d, those within the lattice
distorted areas are labelled c+, c, and nc = c+c. ε are the site
i dependent energies, t are the hopping integrals, and U is
the onsite Coulomb repulsion within the AFM matrix. In the
hole rich areas U becomes meaningless since it is strongly
reduced by the electron-lattice coupling and might even
become attractive there. The coupling between the lattice
and the electronic subsystems consists of a diagonal coupling
proportional to g and an off-diagonal coupling proportional
to g̃ which enables charge transfer processes between the
two regimes. Principally, the couplings between the c and d
regimes are not identical, but for simplicity they are assumed
to be the same here. For simplicity the lattice Hamiltonian is
taken to be harmonic with p and Q being site i dependent

250200150100500

Temperature (K)

La1.85Sr0.15CuO4

0.7

0.9

1.1

1.3

1.5

σ
2

(1
0−

3
Å
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Figure 11: The mean square in-plane Cu-O bond distance of
La1.85Sr0.15CuO4 as a function of temperature. After [26–28].

momentum and conjugate displacement coordinates with
frequency ω and M the ionic mass.

In order to decouple lattice and electronic degrees
of freedom a Lang-Firsov canonical transformation [91]
is performed which corresponds to H̃ = e−SHeS. This
induces an exponential band narrowing in the electronic
energies together with a level shift proportional to Δ∗ =
(1/2N)

∑
q(g2

q /�ωq) and a rigid oscillator shift in the lattice
degrees of freedom as follows:

c̃i = ci exp

⎛
⎝∑

q

gq
[
b+
q − bq

]
⎞
⎠,

c̃+
i = c+

i exp

⎛
⎝−

∑
q

gq
[
b+
q − bq

]
⎞
⎠,

d̃i = di exp

⎛
⎝∑

q

gq
[
b+
q − bq

]
⎞
⎠,

d̃+
i = d+

i exp

⎛
⎝−

∑
q

gq
[
b+
q − bq

]
⎞
⎠,

b̃q = bq +
∑
q

gqni, b̃+
q = b+

q +
∑
q

gqni.

(3)

As is obvious from (2), a coupled feedback from the lattice
to the electronic degrees of freedom and vice versa results.
We first concentrate on the renormalizations of the electronic
subsystem and then discuss those experienced by the lattice.

The electronic kinetic energy renormalization is given
by ti → t̃i = ti exp[−g2 coth(�ω/2kT)], whereas the site
dependent energies transform to ε → ε̃ − Δ∗, Δ∗ =
(1/2N)

∑
q(g2

q /�ωq), and U has to be replaced by Ũ =
U − (g2

q /�ωq). The lattice-induced hybridization terms expe-
rience an important renormalization since density-density
interactions are a consequence which facilitate multiband
superconductivity and lead to strong enhancements of Tc
[92, 93].
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The electronic part of the transformed Hamiltonian can
be cast into an effective BCS scheme which is, however,
extended to account for multiband superconductivity. The
resulting Hamiltonian reads [43–46, 92, 93]

H = H0 +H1 +H2 +H12,

H0 =
∑

k1σ

ξk1c
+
k1σ
ck1σ +

∑

k2σ

ξk2d
+
k2σ
dk2σ ,

H1 = −
∑

k1k
′
1q

V1
(
k1, k′1

)
c+
k1+q/2↑ c

+
−k1+q/2↓c−k′1+q/2↓ck′1+q/2↑,

H2 = −
∑

k2k
′
2q

V2
(
k2, k′2

)
d+
k2+q/2↑d

+
−k2+q/2↓d−k′2+q/2↓dk′2+q/2↑,

H12 = −
∑

k1k2q

V12(k1, k2)

×
{
c+
k1+q/2↑c

+
−k1+q/2↓d−k2+q/2↓dk2+q/2↑ + h.c.

}
,

(4)

whereH0 is the kinetic energy of band c, d with ξki = ε̃i−εki−
μ, i = c, d, μ is the chemical potential which controls the band
filling, and the band dispersion is given by the simplified
scheme as suggested by LDA calculations [94]:

εc,d(k) = −2t1
(

cos kxa + cos kyb
)

+ 4t2 cos kxa cos kyb

+ 2t3
(

cos 2kxa + cos 2kyb
)

∓
t4
(

cos kxa− cos kyb
)2

4
− μ

(5)

with t1, t2, and t3 being nearest, next, and third nearest
neighbour hopping integrals, whereas t4 is the interplanar
hopping term which becomes relevant in multilayer systems.
Principally, all hopping integrals should be affected by the
polaronic effects. It turns out, however, that a renormal-
ization of the 3rd nearest neighbour hopping term has no
influence on any of the below investigated physical prop-
erties. The terms H1,H2,H12 provide the pairing potentials
in the c and d bands and the pairwise exchange between
both bands. The pairing interactions can be represented in
factorized form in order to account for anisotropic pairings
like, for example, extended s-wave or d-wave pairing. Guided
by the experimental data which have been presented above
(see Figures 9 and 10), it is assumed that in the c-channel s-
wave pairing is realized whereas in the d-channel a d-wave
order parameter exists. From (4) coupled gap equations can
be derived which are given by [92, 93]

〈
c+
k1↑c

+
−k1↓

〉
= Δk1

2Ek1

tanh
βEk1

2
= Δk1Φk1 ,

〈
d+
k2↑d

+
−k2↓

〉
= Δk2

2Ek2

tanh
βEk2

2
= Δk2Φk2 ,
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Figure 12: Dependence of the s-wave gap Δs (black squares) and the
d-wave gap Δd (red circles) on the corresponding Tc. The dashed
lines are a guide to the eye.

Δk1 =
∑

k′1

V1
(
k1, k′1

)
Δk′1Φk′1 +

∑

k2

V1,2(k1, k2)Δk2Φk2 ,

Δk2 =
∑

k′2

V2
(
k2, k′2

)
Δk′2Φk′2 +

∑

k1

V2,1(k2, k1)Δk1Φk1 .

(6)

These have to be solved simultaneously and selfconsistently
for each temperature T , and Tc is defined by the condition
Δki = 0. The dependencies of these gaps on Tc are shown
in Figure 12. While the s-wave gap to Tc ratio is distinctly
smaller than the BCS value (2Δs/kTc = 3.33), the one of
the d-wave gap (2Δd/kTc = 9.68) is substantially enhanced.
The average gap to Tc value (2Δ/kTc = 5.34) remains
enhanced as compared to the BCS prediction and agrees with
experimentally observed one (see Section 2.1).

Isotope effects on the gaps are possible through the
dependence of the band energies on the polaronic coupling
which carries a mass dependence. These have been calculated
as a function of the chemical potential and are shown
in Figure 13. The isotope effects on both gaps are of
the same order of magnitude and are doping dependent.
In the underdoped regime the OIE is substantially larger
than around optimum doping where it almost vanishes
(see Figure 6, where the full green line stems from model
calculations). Most importantly, however, the model predicts
a sign reversal of it in the overdoped regime as is seen
experimentally and shown in Figure 6 [17].

A doping dependent OIE on Tc stems also from the pola-
ronic renormalization of the single particle energies. Here,
however, not all considered hopping integrals contribute
equally, but it is found that the nearest neighbour hopping
integral t1 leads to a sign reversal of the OIE at small dopings
and thus can be discarded to contribute to the OIE (see black
solid line and symbols in Figure 1). This wrong trend for
the isotope effect stemming from the renormalization of t1
arises from the related density of states which increases with
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Figure 13: Dependence of the s-wave gap Δs (squares) and d-wave
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increasing oxygen ion mass. The correct trend for the OIE
is obtained from the renormalization of the second, t2, and
interplanar hopping integrals, t4 (see purple solid line and
symbols in Figure 1). This admits to draw conclusions about
the relevant lattice mode which causes the OIE, namely,
the Q2-type Jahn-Teller mode with important contributions
from a c-axis mode [43–46, 88].

The experimentally observed SOIE (Figures 2 and 3)
has theoretically been attributed to the density of states at
the Fermi energy EF of the related oxygen ions [67]. Since
the apical and chain oxygen ions have a small density of
states at EF as compared to the in-plane oxygen ions, the
large difference in both causes also the difference in their
contribution to the total OIE.

From (4)–(6) the superfluid stiffness is calculated within
linear response theory [95] through the relation between
current and the induced transverse gauge field:

ρis =
1

2V

×
∑

k

⎧⎨
⎩

(
∂ξki
∂ki

)2
∂ f
(
Eki
)

∂Eki
+

1
2
∂2ξki
∂k2

i

[
1− ξki

Eki
tanh

Eki
2kT

]⎫⎬
⎭,

(7)

where E(k) =
√
ξ2
k + Δ

2
0. The superfluid stiffness is charac-

terized by two components related to the coupled gaps and
has an additional in-plane anisotropy caused by orthorhom-
bicity. Since the two gaps considered above have largely
different values (Figures 12 and 13), the superfluid stiffness
exhibits an inflection point at low temperatures as is seen
experimentally (see Figures 9 and 10). A typical example is
shown in Figure 14 which closely resembles the results shown
in Figures 9 and 10.

Obviously, also an oxygen isotope dependence on the
in-plane penetration depth results from (7). This is in
quantitative agreement with the experimental data shown
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depth.

in Figure 4, as long as the underdoped regime is concerned.
The correlation between the OIE on λab and the one on
Tc (see Figure 5, solid green line) is, however, only obeyed
for small and intermediate doping levels while for optimal
doping deviations between experiment and theory are seen.
These are—most likely—attributable to the theoretical sim-
plification of using a doping independent polaronic coupling
constant g (see (2)).

Finally, the lattice response to polaron formation is
addressed. The lattice harmonic oscillators experience a rigid
shift proportional to

∑
q g

2
qnini. By staying at a mean field

level and neglecting cross terms, the renormalized phonon
frequency is approximated by [88]

ω̃2
q, j = ω(0)2

q, j −
g2
q, j

N(EF)

∑

k

1
ε(k)

tanh
ε(k)
kBT

, (8)

where N(EF) is the density of states at the Fermi level, ε(k)

is given by (5), and ω(0)
q, j is the bare branch j and momentum

q dependent lattice mode frequency. For temperatures T <

Tc ε(k) in (8) has to be replaced by E(k) =
√
ε(k)2 + Δ0(k)2

with Δ0(k) being the average superconducting energy gap. Its
momentum dependence is taken as a parameter: we consider
possible s, d, and s+d wave symmetries here. From (8), finite
momentum mode softening can set in if the normal mode

unrenormalized frequency ω(0)
q, j is reduced by the electronic

energy, corresponding to ω̃2
q, j → 0. Obviously, this situation

is controlled by the dependence on the coupling strength gq, j

(8) which we use as a variable to calculate the mode freezing
temperature where ω̃2

q, j = 0. Since the electronic energies due
to their coupling to the lattice degrees of freedom and the
unrenormalized mode energies are both isotope dependent,
the freezing temperature is isotope dependent as well. This
dependence is huge, sign reversed, and of the same order
of magnitude as the experimentally observed OIE on T∗

(see Figure 8) [19, 74]. In the present approach the freezing
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Figure 15: (a) Temperature dependence of the polaronic mode for T > Tc. The dashed line indicates the unrenormalized local mode
frequency and the deviation from it signals the onset of the polaron formation temperature. (b) Dependence of the polaronic mode on the
reduced temperature T/Tc. The colour code refers to the s + d wave admixture as indicated in the graph.

temperature, which we identify with T∗, signals the onset
of a dynamically modulated, patterned structure (of local
coherent polarons), where the superstructure modulation is
defined by the q-value, where ω̃2

q, j = 0 and T∗ is defined
through the implicit relation

ω(o)2
q, j =

g2
q, j

N(EF)

∑

k

1
ε(k)

tanh
ε(k)
kBT∗

. (9)

The complete softening of the renormalized local mode
frequency, which signals the onset of polaron coherence, is
shown in Figure 15(a) as a function of temperature for T >
Tc. Above T∗, typical local mode softening is observed begin-
ning approximately 220 K above T∗ as is evident from the
deviations of the unrenormalized mode frequency indicated
by the dashed line in Figure 15(a). This high-temperature
scale signals the onset of polaron formation with random
distribution on the lattice. At T∗ the polarons become locally
coherent and spatially patterned. Below T∗ the dynamics
are fast but still preserve their spatial self-organization.
In this regime almost no temperature dependence in the
polaronic mode is present. For temperatures T < T∗ the
opening of the superconducting gap influences these local
dynamics massively, since now global coherence sets in. This
is especially dramatic if the superconducting order parameter
has an s-wave component.

In Figure 15(b) this temperature regime is shown with
varying amounts of s-wave admixture to a d-wave order
parameter. For a pure s-wave order parameter a substantial
softening of the polaronic mode is observed in the immediate
vicinity of Tc. With increasing d-wave contribution the
softening shifts to lower temperatures and is already lost for
50% d + 50% s wave composition: only a small cusp at Tc
indicates the onset of superconductivity.

An important consequence of the above local mode
softening is related to the mean square Cu-O displacement

σ2(T) involved in the polaron formation. Here actually
two copper-oxygen displacements are relevant for most
HTS materials, one within the ab-planes, and the other
one referring to the Cu-apical oxygen displacement [10–
12]. Mostly, however, only the former is accessible to
experiments, since this is substantially shorter than the
latter one. Using the fluctuation/dissipation theorem we find
σ2(T) = �/(Mω̃q, j) coth(�ω̃q, j /2kBT). The calculated tem-
perature dependence of σ2(T) is shown in Figure 16. Above
T∗σ2(T) obeys the Debye-Waller temperature dependence,
however, enhanced at the onset temperature of polaron
formation. At T∗ a divergence in σ2(T) appears caused by
the freezing of the polaronic mode. Such a behaviour has
been observed experimentally in various cuprate HTSs, and
a typical experimental result is shown in Figure 11 and in the
inset to Figure 16 [5, 7, 8, 10–12, 26–28]. The previously used
assignment of T∗ is different from our definition, since in
[5, 7, 8, 10–12, 26–28] T∗ has been related to the onset of
deviations from the Debye Waller behaviour; that is, T∗, in
those references, is higher than the actual polaron freezing
temperature.

With decreasing coupling strength g, not only does
T∗ decrease but also the peak width and height diminish,
becoming unobservable for small coupling. For temperatures
below and slightly above Tc the temperature dependence
of σ2(T) is strongly affected by the superconducting gap
symmetry, as anticipated from the T-dependence of the
polaronic mode. With increasing admixture of a d-wave
component to the primarily s-wave gap symmetry, the peak
in σ2(T) shifts to lower temperatures and is completely
suppressed if the d-wave component achieves 50% or more.
However, a similar suppression of this divergence is found
if the renormalization of the hopping elements occurs for
the second and interplanar hopping integrals only. In this
case the coupling strength is the relevant parameter: the
smaller it is, the more the peak is suppressed. The complete
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Figure 16: Calculated temperature dependence of the mean square
Cu-O displacement σ2(T). T∗ is defined as the temperature where
the first divergence in σ2(T) appears (in this example at T = 100 K).
The lower temperature divergence occurs at or below Tc depending
on the pairing symmetry as explained in the text. The inset shows
the experimental results obtained in [26–28].

suppression that takes place for a 50% s-wave +50% d-wave
order parameter does not occur, but a substantial shift to
temperatures well below Tc occurs. This means that whenever
a peak in σ2(T) is observed for temperatures T ≤ Tc, the
superconducting order parameter cannot be purely d-wave but
must have an additional isotropic s-wave admixture. This
conclusion is strongly supported by the above described μSR
experiments (see Figures 9 and 10).

4. Conclusions

Various unconventional isotope effects observed in cuprate
HTSs have been reviewed, and it has been shown that
besides of these effects all phases appearing in the complex
hole doping dependent phase diagram show isotope depen-
dencies. In addition, compelling experimental evidence has
been given that the order parameter in these systems is not
a single d-wave one but consists of coexisting s- and d-
wave contributions which change in composition with the
crystallographic directions. In the CuO2 planes a well visible
s + d wave order parameter is realized whereas along the c-
axis the d-wave part is almost missing and the experimental
features are compatible with an s-wave order parameter.
This finding implies that concentrating on the planes only
is rather insufficient and incomplete.

The experimental results have been modelled within a
two-component scenario where the doped holes lead to
polaron formation and constitute a subsystem in the pseudo-
AFM matrix. Both components are not phase separated
but interact dynamically with each other thereby leading to
multiband superconductivity. The observed isotope effects
are a natural consequence of polaron formation and convinc-
ing agreement with experimental data is achieved.

The local lattice response observed experimentally has
been shown to originate from the polaronic feedback
effect on the lattice degrees of freedom which results in
local mode softening and divergences in the Cu-O mean
square displacement. Especially at T∗ the polarons gain
coherence and persist in the superconducting phase. Within
this scenario the pseudogap phase is a precursor phase to
superconductivity which supports it but does not yet reflect
the symmetries of the superconducting order parameters.
The symmetry of the superconducting order parameter has
been shown to influence in a crucial way this displacement,
since an s-wave order parameter causes another divergence
in this displacement whereas a d-wave order parameter has
almost no effect on it. The experimental data suggest that
coupled order parameters are realized.

All experiments described in this review cannot be
understood within purely electronic models. In addition,
in those the important contributions from the c-axis are
missing. The data and their theoretical interpretation are in
line with the original idea of Jahn-Teller polarons as novel
glue for electron pairing, which was the initiating motivation
for the discovery of HTSC in cuprates [1, 42].
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