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Dynamic magnetic resonance images (DMRIs) are one of the major tools for diagnosing nasal tumors in recent years. The purpose
of this research is to propose a new method to be able to automatically detect tumor region and compare three classifiers’ tumor
detection performance for DMRI. These three classifiers are AdaBoost, SVM, and Bayes-Gaussian classifier. Three measurable
metrics, sensitivity, specificity, accuracy values, match percent, and correspondence ratio, are used for evaluation of each specific
classifiers. The experimental results show that SVM has the best sensitivity value, and Bayesian classifier has the best specificity
and accuracy values. Moreover, the detected tumor regions that are marked with red color are shown by using each of these three
classifiers.

1. Introduction

MRI provides a variety of different cross-section digital im-
ages, showing the structure of the nasopharynx and the
source of the disease. Nasopharyngeal carcinoma (NPC) is
a malignant tumor, located in the skull base and often oc-
curs in South Asia. The capacity of the tumor for the NPC
is a major harbinger of indicators. Therefore, it is necessary
to estimate the capacity of the tumor. DMRI is a major
nasal tumor detection tool, which has been widely used
for radiation research [1]. Huang et al. [2] apply an RSI
(relative signal increase) curve to identify these recurrent
tumors. Hsu et al. [3] use pharmacokinetic analysis to
identify NPC region. Zhou et al. [4] propose a fuzzy
clustering method to filter out normal tissue region in T1-
weighted (T1W) and contrast-enhanced T1W (CET1W)
images. Lee et al. [5] uses Bayesian probability calcula-
tion and local histogram in T2-weighted images, com-
pared to T1W’s intensity variety to detect NPC region.
Huang and Chang [6] use Fuzzy C-means (FCM) [7] and
grey prediction to separate the tumor and normal tissues.
Zhou et al. [8] use knowledge-based fuzzy clustering
(KBFC), maximum likelihood, and seed growing to identify
tumor region and analyze each method’s accuracy.

Support Vector Machines (SVMs) [9, 10] have been
widely used in tumor segmentation. Zhang et al. [11] com-
pare the tumor segmentation results with one-class SVM
and two-class SVM. They use MP (Match Percent) and CR
(Correspondence Ratio) to evaluate their performance. The
results showed that one-class SVM is superior to two-class
SVM. Zhou et al. [12] use two-class SVM and kernel trick
[13] to derive a new algorithm called query-based two-class
SVM classifier, which is better than traditional MLP-based
classifier [14]. It is available for radiologist to use as a pre-
operative diagnostic tool. Ritthipravat et al. [15] use region
growing method and probabilistic map to find some candi-
date tumor region. Zhou et al. [12] also mentioned that so
far, in the current diagnostic imaging or radiation therapy, a
radiologist or radiation therapists need to manually describe
the scope of the tumor. Therefore, we propose this new algo-
rithm to be able to detect tumor and draw the candidate
regions automatically for radiologists.

2. System Framework

In the training process, a tumor ROI is extracted by hand
as a ground truth. Therefore, we have two parts of data—
normal and tumor. Three classifiers, AdaBoost, SVM, and
Bayes-Gaussian, are used to classify these two groups of
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Table 1: The number of slices of each DMRI group.

DMRI E1322 E1563 E1971 E2074 E6618 E6632

Number of slices 15 7 6 8 8 12

data. After training process, the proposed system is capable
of distinguishing tumor region automatically and the
performance of each classifier is provided.

2.1. System Framework. The dynamic nuclear magnetism
radiography (DMRI) [16] is a sequence of MRI by injecting
Gadolinium developing agent into patient’s nasal region after
every 0, 5, 30, 60, 120, 300, . . . seconds. After injecting Gado-
linium developing agent, the gray level intensity of patient’s
tumor spot will be gradually increased, finally reaching a
stable state. This continuous MRI-scanned technology, mak-
ing the tumor region and normal tissues have different gray-
scale value changes. The changes in the tumor region than
normal tissue are larger as well as faster. According to this
characteristic we can do a preliminary observation of tumor’s
size and region. However, it is very difficult to identify the
tumor region by the naked eye. Therefore, the development
of an effective detection system to help doctors make the
diagnosis is necessary. Each MRI image has 256∗ 256 pixels.
This research used 6 groups of patient’s materials to make
the training and the testing. The numbers of slices of each
MRI group are not all the same. Table 1 shows these 6 groups
of materials, respectively, by E1322, E1563, E1971, E2074,
E6618, and E6632.

As the reagent, after injection, tumor location at different
times with the grayscale value of image intensity will be
different. Therefore, we will first have to act according to
these DMRI intensity difference. Our method definition is
as follows:

Di = Ai − A0, (1)

Ai is the MRI which is obtained in the different time spots,
but A0 is in the DMRI’s first chart (before injecting agents).

As the tumor over time made some of grayscale intensity
values increased, while the distribution of grayscale value
is between the ranges of 0 and 255 where 0 represents the
black and 255 is white. A threshold value is set up ac-
cording to histogram distribution. The purpose of setting up
threshold is to remove background and some unlikely tumor
regions, therefore, to increase the detection accuracy. After
computing the intensity difference between the ith DMRI
and the first DMRI,N consecutive stacks of images are shown
as

stack(d1,d2,d3,d4,d5, . . . dN ). (2)

Then ROI is chosen. ROI is the tumor area. Otherwise,
the region belongs to a normal tissue area. These two distinct
data are used for training and testing by several classification
tools based on the ground truth [16]. Some evaluation
parameters are used for the accuracy confirmation. Overall,
the flowchart of the system framework is shown in Figure 1.

2.2. Evaluation Parameters. This paper has used sensitivity,
specificity, accuracy, MP (Match Percent), and CR (corre-
spondence ratio) as five kinds of evaluation parameters. They
are defined as follows:

TP + FP = 1,

FN + TN = 1,

Sensitivity = TP
TP + FN

,

Specificity = TN
TN + FP

,

Accuracy = TP + TN
TP + TN + FP + FN

,

Match Percent (MP) = TP
GT

(%),

Correspondence Ratio (CR) = TP− 0.5∗ FP
GT

(%),

(3)

where positive represents the tumor region and negative
represents the normal tissue. TP, FP, TN, FN, and GT
definitions are as follows: TP: true positive when system de-
termines a tumor region in fact as tumor region, FP: false
positive when system determines what is not tumor region
actually as a tumor region), TN: true negative when system
determines what is normal tissue in fact as normal tissue),
FN: false negative system when determines what is not
normal tissue in fact as normal tissue), and GT: ground truth
(standard tumor region, doctor thought there is a tumor
region).

2.3. AdaBoost. AdaBoost is evolved by Boosting. Boosting
means the promotion and is proposed by Valiant [17]. It be-
longs to PAC (Probably Approximately Correct) architecture
of machine learning domain. Kearns and Valiant [18] pro-
posed a weak learning ability concept and has improved the
concept of Valiant. The weak learning ability concept is that,
after several iterations, a weak learner with the voting mech-
anism (majority vote) is better than a strong learner. Such a
concept is confirmed by Schapire [19]. Freund and Schapire
[20] unify the above concept to propose the AdaBoost meth-
od. AdaBoost is that in the training process after several
iterations, a weak learner becomes a strong learner by
constantly upgrading.

In the training process, given an equal weight, first re-
sult is obtained through a weak learner. Then after voting
mechanism, the misclassified data are given bigger weight
and the correct classified data are given lower weight. In
this way, those data which have worse classifier are forced to
have more training. Therefore, a training error is gradually
decreased through several iterations. Eventually, a weak
learner becomes a strong learner. Many recent AdaBoost
researches focus on the choice of weak learner. According to
many research reports, the accuracy of weak learner cannot
be too high, about 50% is the maximum. Leshem and Ritov
[21] proposed a new AdaBoost method was treated as the
weak learner with Random Forests [22], such algorithm
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Figure 1: The proposed system framework.

achieves very good classified effect and reduces classified
error rate. We adopt Leshem’s method [21] as the AdaBoost
classifier in this paper.

2.4. Support Vector Machines (SVMs). Support vector ma-
chines are proposed by Cortes and Vapnik [10] and are based
on the statistical learning theory, mainly with binary classi-
fication. It is also widely used in a variety of practical prob-
lems, such as pattern recognition, document classification,
and biological information. The concept of SVM is through
the data to construct an optimal hyper plane. This hyper
plane is used as an interface to classify two different groups
of data. In recent years the related SVM research focuses
on searching for the parameter of cost and gamma, because
parameters with the correct classification rate have a great
relationship. Lin et al. [23] proposed new SVM classified tool
(http://www.csie.ntu.edu.tw/∼cjlin/ libsvmtools/#4). Libsvm
improves the original SVM concept and provides the tool to
search for the best SVM’s parameter automatically. Libsvm
achieves the extremely good classified accuracy. Therefore,
we use Libsvm to carry on the classification to work and to
analyze the result.

2.5. Bayes Classifier for Gaussian Pattern Classes. In medical
image segmentation, Bayes classifier is widely used. It is
originally from Bayesian theorem and is used to judge the
unknown category through the probability of statistical
analysis to minimize a classification error. The use of super-
vised learning, classification must be prior knowledge of
classification of patterns, and training through the train-
ing sample study, to effectively deal with the future data
classification. It is based on Bayesian theorem that the
exchange prior and posteriori probabilities with the decision
of classification characteristics among the various attributes
are conditional independence assumptions, to predict the
outcome of classification. The principle of Bayes classifier is
to use the attribute’s relationship, through the training sam-
ple, to study the classification mechanism. Bayesian classifi-
cation theory is based on the statistical principle of the clas-
sification; each type of sample comes to its average value and

Table 2: The sensitivity, specificity, and accuracy values after
AdaBoost classifier.

Data 1322 1563 1971 2074 6618 6632 average

Sensitivity 0.9885 0.8958 0.9807 0.9985 0.9705 0.9839 0.9697

Specificity 0.7283 0.5725 0.6546 0.9440 0.6615 0.6896 0.7084

Accuracy 0.8112 0.6225 0.7340 0.9696 0.7404 0.7725 0.7750

standard deviation. Under normal distribution, the variable
x with variable probability of emergence of P(x) is defined as
follows [24]:

P(x) = 1√
2πσ

exp

[
−1

2
(x − u)2

σ2

]
, (4)

where σ is the standard deviation and u is the mean value.

3. Experimental Results

This section shows experimental results based on three clas-
sifiers: AdaBoost, SVM, and Bayes-Gaussian classifier.
Table 2 shows the sensitivity, specificity and accuracy values
after AdaBoost classifier. Table 3 shows the MP and CR values
after AdaBoost classifier. Figure 2 shows the detection result
images after AdaBoost classifier, where (a) is for ground
truth, and in (b) color blue is for true positive and color red
is for false negative. Table 4 shows the sensitivity, specificity
and accuracy values after SVM classifier. Table 5 shows the
MP and CR values after SVM classifier. Table 6 shows the
sensitivity, specificity, and accuracy values after Bayes-
Gaussian classifier. Figure 3 show the detection result images
after SVM classifier, where (a) is for ground truth, and in
(b) color blue is for true positive and color red is for false
negative. Table 7 shows the MP and CR values after Bayes-
Gaussian classifier. Figure 4 shows the detection images after
Bayes-Gaussian classifier, where (a) is for ground truth (b)
shows the detection result by color white, and (c) color blue
is for true positive and color red is for false negative.
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Case 1322 ground truth

Case 1563 ground truth

Case 1971 ground truth

Case 2074 ground truth

Case 6618 ground truth

Case 6632 ground truth

(a)

Case 1322 blue (TP), red (FN)

Case 1563 blue (TP), red (FN)

Case 1971 blue (TP), red (FN)

Case 2074 blue (TP), red (FN)

Case 6618 blue (TP), red (FN)

Case 6632 blue (TP), red (FN)

(b)

Figure 2: AdaBoost detection results. (a) Ground truth; (b) color
blue is for true positive and color red is for false negative.

Case 1322 ground truth

Case 1563 ground truth

Case 1971 ground truth

Case 2074 ground truth

Case 6618 ground truth

Case 6632 ground truth

(a)

Case 1322 blue (TP), red (FN)

Case 1563 blue (TP), red (FN)

Case 1971 blue (TP), red (FN)

Case 2074 blue (TP), red (FN)

Case 6618 blue (TP), red (FN)

Case 6632 blue (TP), red (FN)

(b)

Figure 3: SVM detection results. (a) Ground truth; (b) color blue
is for true positive and color red is for false negative.
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Case 1322 ground truth

Case 1563 ground truth

Case 1971 ground truth

Case 2074 ground truth

Case 6618 ground truth

Case 6632 ground truth

(a)

Case 1322 Bayes result

Case 1563 Bayes result
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Case 6632 Bayes result

(b)

Case 1322 blue (TP), red (FN)

Case 1563 blue (TP), red (FN)

Case 1971 blue (TP), red (FN)

Case 2074 blue (TP), red (FN)
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Case 6632 blue (TP), red (FN)

(c)

Figure 4: Bayes-Gaussian detection results. (a) Ground truth; (b) detection result shown by color white; (c) color blue is for true positive
and color red is for false negative.

4. Conclusions

The probability of tumor recurrence in nasopharyngeal
carcinoma is high, and relapse after the effects of the use of
radiation therapy is far less than that used for the first time.

Through the use of surgical resection, preoperative diagnosis
becomes extremely important. This study proposed a new
method and used this method in the data of multiple
operations and training, testing, then to improve the tumor
identification rate. It is based on this foundation to build
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Table 3: The MP and CR value after AdaBoost classifier.

No. #TP #FP #FN #GT MP CR

E1322 255 150 82 405 0.63 0.44

E1563 365 951 257 1316 0.28 −0.08

E1971 285 312 120 597 0.48 0.22

E2074 254 16 12 270 0.94 0.91

E6618 361 367 172 728 0.50 0.24

E6632 154 124 81 278 0.55 0.33

Average 0.56 0.34

Table 4: The sensitivity, specificity, and accuracy values after SVM
classifier.

Data 1322 1563 1971 2074 6618 6632 Average

Sensitivity 0.9938 0.9855 0.9870 1 0.9916 0.9987 0.9927

Specificity 0.8484 0.8328 0.7839 0.5466 0.8947 0.9788 0.8142

Accuracy 0.9086 0.8949 0.8587 0.5852 0.9379 0.9886 0.8623

Table 5: The MP and CR value after SVM classifier.

No. #TP #FP #FN #GT MP CR

E1322 333 72 57 405 0.82 0.73

E1563 1055 261 94 1316 0.80 0.70

E1971 434 163 122 597 0.73 0.59

E2074 46 224 0 270 0.17 −0.24

E6618 643 85 86 728 0.88 0.82

E6632 272 6 11 278 0.98 0.97

Average 0.73 0.59

Table 6: The sensitivity, specificity, and accuracy values after Bayes-
Gaussian classifier.

Data 1322 1563 1971 2074 6618 6632 Average

Sensitivity 0.9310 0.9050 0.9207 0.8551 0.9050 0.9581 0.9125

Specificity 0.9791 0.9435 0.9481 0.9825 0.9507 0.9888 0.9655

Accuracy 0.9538 0.9234 0.9340 0.9091 0.9266 0.9730 0.9367

Table 7: The MP and CR value after Bayes-Gaussian classifier.

No. #TP #FP #FN #GT MP CR

E1322 397 8 813 405 0.98 0.97

E1563 1245 71 791 1316 0.95 0.92

E1971 567 30 1044 597 0.95 0.92

E2074 266 4 1382 270 0.98 0.98

E6618 694 34 1144 728 0.95 0.93

E6632 275 3 387 278 0.99 0.98

Average 0.97 0.95

the medical use of nasopharyngeal tumor recognition sys-
tem, to ensure compatibility with the physician for the
disease diagnosis, treatment, and pathology monitoring.
This study proposes AdaBoost algorithm, support vector
machines, and Bayesian classification classifiers to distin-
guish the tumor region with the normal region. The tumor
detecting validation comparisons on the three classifiers are

through MP value, CR value, sensitivity, specificity, and
accuracy of five parameters. Final results show that SVM has
the best sensitivity value, and Bayesian classifier has the
best specificity and accuracy values. Some morphology tech-
niques, such as open and close, are used to make a more
complete regional cancer identification. The proposed sys-
tem has no intention to replace the physician’s diagnosis
job. By using visual aids of this recognition system the
physicians’ misjudgment to enhance the overall diagnosis
accuracy reduces.

References

[1] G. Brix, G. Layer, P. Schlag et al., “Recurrent rectal cancer:
diagnosis with dynamic MR imaging,” Radiology, vol. 189, no.
3, pp. 881–889, 1993.

[2] W. C. Huang, C. C. Hsu, C. Lee, and P. H. Lai, “Recurrent
nasal tumor detection by dynamic MRI,” IEEE Engineering in
Medicine and Biology Magazine, vol. 18, no. 4, pp. 100–105,
1999.

[3] C. C. Hsu, P. H. Lai, C. Lee, and W. C. Huang, “Auto-
mated nasopharyngeal carcinoma detection with dynamic
gadolinium-enhanced MR imaging,” Methods of Information
in Medicine, vol. 40, no. 4, pp. 331–335, 2001.

[4] J. Zhou, T. K. Lim, V. Chong, and J. Huang, “Segmentation
and visualization of nasopharyngeal carcinoma,” Computers in
Biology and Medicine, vol. 33, no. 5, pp. 407–424, 2003.

[5] F. K. H. Lee, D. K. W. Yeung, A. D. King, S. F. Leung, and
A. Ahuja, “Segmentation of nasopharyngeal carcinoma (NPC)
lesions in MR images,” International Journal of Radiation
Oncology Biology Physics, vol. 61, no. 2, pp. 608–620, 2005.

[6] W. C. Huang and C. P. Chang, “Automatic nasal tumor
detection by grey prediction and fuzzy C-means clustering,”
in Proceedings of the IEEE International Conference on Systems,
Man and Cybernetics, pp. 542–547, October 2006.

[7] L. O. Hall, A. M. Bensaid, L. P. Clarke, R. P. Velthuizen, M. S.
Silbiger, and J. C. Bezdek, “A comparison of neural network
and fuzzy clustering techniques in segmenting magnetic
resonance images of the brain,” IEEE Transactions on Neural
Networks, vol. 3, no. 5, pp. 672–682, 1992.

[8] J. Zhou, V. Chong, T. K. Lim, and J. Houng, “MRI tumor seg-
mentation for nasopharyngeal carcinoma using knowledge-
based fuzzy clustering,” International Journal of Information
Technology, vol. 8, no. 2, 2002.

[9] K.-P. Lin and M.-S. Chen, “On the design and analysis of
the privacy-preserving SVM classifier,” IEEE Transactions on
Knowledge and Data Engineering, vol. 23, no. 11, pp. 1704–
1717, 2011.

[10] C. Cortes and V. Vapnik, “Support-vector networks,” Machine
Learning, vol. 20, no. 3, pp. 273–297, 1995.

[11] J. Zhang, K. Ma, and V. Chong, “Tumor segmentation from
magnetic resonance imaging by learning via one-class support
vector machine,” in Proceedings of the International Workshop
on Advanced Image Technology (IWAIT ’04), 2004.

[12] J. Zhou, K. L. Chan, P. Xu, and V. Chong, “Nasopharyngeal
carcinoma lesion segmentation from MR images by support
vector machine,” in Proceedings of the 3rd IEEE International
Symposium on Biomedical Imaging: Nano to Macro, pp. 1364–
1367, April 2006.

[13] B. Scholkopf and A. J. Smola, Learning with Kernels Support
Vector Machines: Regularization, Optimization and Beyond,
MIT Press, Cambridge, Mass, USA, 2002.



Advances in Fuzzy Systems 7

[14] M. G. Penedo, A. Mosquera, M. J. Carreira, and D. Cabello,
“Lung nodule detection in curvature space with multilayer
perceptron network,” in Proceedings of the 18th Annual Inter-
national Conference of the IEEE Engineering in Medicine and
Biology Society, vol. 3, pp. 1130–1132, Amsterdam, The
Netherlands, November 1996.

[15] P. Ritthipravat, C. Tatanun, T. Bhongmakapat, and L. Tuntiya-
torn, “Automatic segmentation of nasopharyngeal carcinoma
from CT images,” in Proceedings of the 1st International Con-
ference on BioMedical Engineering and Informatics (BMEI ’08),
pp. 18–22, May 2008.

[16] L. Wang, Z. Yuemin, and L.; Hongying, “Multiscale modeling
and simulation of the cardiac fiber architecture for DMRI,”
IEEE Transactions on Biomedical Engineering, vol. 59, no. 1, pp.
16–19, 2012.

[17] L. G. Valiant, “A theory of the learnable,” Communications of
the ACM, vol. 27, no. 11, pp. 1134–1142, 1984.

[18] M. Kearns and L. Valiant, “Learning boolean formulae or
finite automata is as hard as factoring,” Tech. Rep. TR-
14-88, Aiken Computation Laboratory, Karrard University,
Cambridge, Mass, USA, 1988.

[19] R. E. Schapire, “The strength of weak learnability,” Machine
Learning, vol. 5, no. 2, pp. 197–227, 1990.

[20] Y. Freund and R. E. Schapire, “A decision-theoretic generaliza-
tion of on-line learning and an application to boosting,” Jour-
nal of Computer and System Sciences, vol. 55, no. 1, pp. 119–
139, 1997.

[21] G. Leshem and Y. Ritov, “Traffic flow prediction using
adaboost algorithm with random forests as a weak learner,”
in Proceedings of the International Conference on Computer,
Information, and Systems Science, and Engineering, January
2007.

[22] B. Leo, “Random forests,” Machine Learning, vol. 45, no. 1, pp.
5–32, 2001.

[23] C. J. Lin, R. C. Weng, and S. S. Keerthi, “Trust region Newton
method for large-scale logistic regression,” in Proceedings of
the 24th International Conference on Machine Learning (ICML
’07), 2007.

[24] Q. M. Chang and T.-T. Lin, “Neural network and bayesian
classification applied to image segmentation a comparative
study,” Journal of Agricultural Machinery, vol. 8, no. 3, 1999.



Submit your manuscripts at
http://www.hindawi.com

Computer Games 
 Technology

International Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Distributed 
 Sensor Networks

International Journal of

Advances in

Fuzzy
Systems

Hindawi Publishing Corporation
http://www.hindawi.com

Volume 2014

International Journal of

Reconfigurable
Computing

Hindawi Publishing Corporation 
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

 Applied 
Computational 
Intelligence and Soft 
Computing

 Advances in 

Artificial 
Intelligence

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Advances in
Software Engineering
Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Electrical and Computer 
Engineering

Journal of

Journal of

Computer Networks 
and Communications

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation

http://www.hindawi.com Volume 2014

 Advances in 

Multimedia

 International Journal of 

Biomedical Imaging

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Artificial
Neural Systems

Advances in

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Robotics
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Computational 
Intelligence and 
Neuroscience

Industrial Engineering
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Modelling & 
Simulation 
in Engineering
Hindawi Publishing Corporation 
http://www.hindawi.com Volume 2014

The Scientific 
World Journal
Hindawi Publishing Corporation 
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Human-Computer
Interaction

Advances in

Computer Engineering
Advances in

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014


