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In the present paper, we introduce a new parametric fuzzy divergence measure on intuitionistic fuzzy sets. Some properties of the
proposed measure are also being studied. In addition, the application of the intuitionistic fuzzy divergence measure in decision
making and consequently choosing the best medicines and treatment for the patients has also been discussed. [ere hre some
diseases for which vaccine is not available. In that case, we have devised a method to choose the best treatment for the patients

based on the results of clinical trials.

1. Introduction

Measuring the information has been one of the important
topics of keen interest in the [elt of information theory
because of its numerous applications in pattern recognition,
decision making, etc. Shannon [1] was the [rst to argue that
measure of information is essentially a measure of uncer-
tainty, and he called it as measure of entropy. Based on
probability distribution P p;;p,;...;p, In an experi-
ment, he found that the information given by this experi-
mentisH P P!, piIn p; [1]. Cisfdrmula for entropy
given by Shannon is known as Shannon’s entropy. Kullback
and Leibler [2] developed the corresponding divergence
measure from probability distribution P py;p,;...;p,
t0Q  0yGp...;0, 8D P;Q P piIn p/g; . After
that, various other generalized measures of entropy were
developed taking Shannon’s entropy as the base. Later on, in
1965, Zadeh [3] introduced the concept of fuzzy sets.
Corresponding to Kullback and Leibler’s divergence mea-
sure [2], Bhandari and Pal [4] de[néd measures of fuzzy
entropy and measure of fuzzy divergence. Corresponding to
Harvada and Charvat [5], Hooda [6] presented a fuzzy
divergence measure. Parkash et al. [7] proposed a fuzzy
divergence measure corresponding to Ferreri’s probabilistic

measure [8] of divergence. Leredfter, Hooda and Jain [9]
olered a generalized fuzzy divergence measure. In recent
years, Tomar and Ohlan [10-13] have extended fuzzy
measures of information, divergence, and their generaliza-
tions. After this, Atanassov [14] proposed the concept of
intuitionistic fuzzy set (IFS) which has broadened the idea of
fuzzy set with the addition of degree of non-membership. As
IFS theory is more e [Cieht in taking care of the uncertainties
in information, it is much better than the crisp set theory.

For this, Szmidt and Kacprzyk [15] proposed the set of
axioms for the entropy under the IFS environment. Cor-
responding to De Luca and Termini’s fuzzy entropy measure
[16], Vlachos and Sergiadis [17] extended their measure in
the IFS environment. [eredfter, many researchers like
Junjun et al. [18], Xia and Xu [19], Wei and Ye [20], Zhang
and Jiang [21], and Hung and Yang [22] have de[néd the
divergence measures for IFS, and the [ndlings are applied in
variety of [eltls. However, Wei and Ye [20] pointed out the
downside of Vlachos and Sergiadis’ measure [17] and
modi[ed the measure of Vlachos and Sergiadis. Later on,
Verma and Sharma [23] improvised the divergence measure
of Wei and Ye. Harish Garg et al. [24] proposed parametric
version of intuitionistic fuzzy divergence measure given by
Verma and Sharma [23]. In 2016, Maheshwari and
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Srivastava [25] pointed that that the measures given by
Vlachos and Sergiadis [17], Zhang and Jiang [21], Junjun
et al. [18] do not satisfy the basic requirement of non-
negativity of the intuitionistic fuzzy divergence measure.
Ohlan [26] extended the idea of Fan and Xie [27] and
proposed an intuitionistic fuzzy exponential divergence
measure.

In the present study, we suggest a new intuitionistic
fuzzy divergence measure. Afterwards, we examine its
properties and provide an illustration of how it can help in
choosing the best medical treatment for the patients.

2. Preliminaries

We start by reviewing some well-known concepts and
de [nitions related to fuzzy set theory and intuitionistic fuzzy
set theory. Since we use the proposed notions in applica-
tions, we provide all concepts for the [nitte universe X.

De nition 1. Fuzzy set [3]: a fuzzy set de[néd on a [nite
universe of discourse X X;X,;...;X, IS given as

R X;Ug X X €eX; 1

where pg: X — [0, 1] is the membership function of R. [Ce—1

membership valuepg X gives the degree of the belong-
ingness of xe X in R when pg x is valued in [0, 1].

Atanassov [14] introduced the concept of intuitionistic
fuzzy set (IFS) as the generalization of the concept of fuzzy
set.

De nition 2. Intuitionistic fuzzy set (IFS) [14]: an intui-
tionistic fuzzy set (IFS) R on a [nite universe of discourse
X XXy ...; X, is delndd as

R XiHg X ;7% X 1X€X; 2
where Hg: X — 0;1,
O<pgr VRslivxe X
Mg X denotes the degree of membership and vz X

denotes the degree of non-membership of x in R. For each
IFS R in X, we will call
MR X 1 pg X % X 1 pg X g X, the hesi-
tation degree of x in R. It is obvious that 0<m; x <1 for
each x € X.

g X — 0,1, and

Now, corresponding to Hooda [6], we de[né a new
measure of intuitionistic fuzzy divergence.
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Atanassov [14] further introduced the set operations on
IFSs as follows.
Let R and SelIFS(X) be the family of all IFSs in the

universe X, given by
R X;Hg X ;7 X 1X€X;

S XiHg X ;75 X 1 XeX:

() RcSilg x <pg X and vg X =g X ;X € X
(iR SiCRcSand ScR.

(i) R® X;% X iHPg X iXeX.

(IV)RUS {(x, max(ug X, Mg X), min(vg X,
vg X ))IxeX}.

VRNS {(x, min(ug X, Mg X), max(vg X,
v X ))|xeX}

De nition 3. Let R and S be two intuitionistic fuzzy sets in X.
A mapping D: IFS(X) IFS X — R is a divergence mea-
sure for IFS if it satis[ed the following axioms [17]:

(D1) D(R:S) =0.
(D2) D(R:S) Oifandonly if R S.
(D3) D(R:S) D(R®:S°).

In 1967, Harvda and Charvat [5] de [nédd the measure of
divergence of a probability distribution P p;p,;...;p,
from another probability distribution Q  q,0,;...;0, as

n
Dy P;Q 1 ox plg @ 1; a>0a#l 4
a 1y,
It is known as the generalized divergence of degree a.
[en, In 1959, Kullback and Leibler [2] proposed the fol-
lowing measure of symmetric divergence:

a1l a

1 n
- piqi a.la 2;
il

Jo P1Q q7'p; a>0;0+#1;

o 1.
5

which is also known as distance measure of degree a.
Corresponding to measures (4) and (5), Hooda [6]
suggested the following measures of fuzzy divergence:

1ope X 1 pgx ©° 10
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3. New Parametric Divergence Measure on IFS divergence measure based on parameter o is delnéd as
follows:

Let R and S be two IFSs del[ndd on universal set
X XyXp;...;X, ; then, a parametric intuitionistic fuzzy

1
DS R:'S 1 )n(g e Xi 1 %X !a s Xi 1 v %, ¢
17] 2 2
. 7
o a
XL MR X s X 1 ps X 15
2 ) 2 ) '
where a >0, 0#1. Since DS R:S #DI® S: R, the above proposed
measure is not symmetric. In order to imbue the symmetry
property, we de[mé JIS R:S DS R:s DI S:R.
I RS 1 )n(g Hr Xi 1 % X !u Hs i 1 7 X !la
1] 2
R X 1 Hr X |d Vs Xi 1 Hs X ll ¢
2 ’ 2 .
a 1la 8
Hs X 1 Vs X 1 Hr X 1 YR X 1
2 ) 2 )
Vs X 1 Ms Xj 'u YR X 1 MR X |l ¢ 25
2 ) 2
where a >0, a+1. Proof. In[6],itisprovedthatl, R: S >0and vanishesonly
when R S.
3.1. Validity Proof of the De ned Measure of Divergence As
Hr X 1 v X .
Theorem 1. JI"S R:'S is a valid measure of directed di- 0< 2 <L 10
vergence on IFS, i.e., it satis es
s the result holds for D! also. Therefore; DI R: S >0, and
Jo RS >0 henceJi™ R:'S >0.
imi IFS R- ;
JLFS R'S 0 iffR S 9 Similarly, J;° R:S  0i[R S.
IP RS PR S:
7S Re- g 1 )n(g wX 1 WR X !u vs X 1 s X !l ¢
a 1., 2
MeXi 1o Hsx 1w x ,1 ¢
5 ! !
X 1 oMsxi f X 1 obg X ,1 ¢ 11
2 ’ 2 :
Hs X 1 7 X !a Hr Xi 1 % X !1 ‘ 28

IF RS
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3.2. Properties of the Proposed Intuitionistic Fuzzy Divergence ~ Theorem 2. Let R, S, T be an IFS on universal set
Measure. For the proofs of the properties, we need to X X = X;;Xy;...;X, ;then, the proposed measure given by

separate X into X; and X, such that (8) satis es the following properties:
Xy XX € XiR % €S % b (@) J¥S RUS:RNS JFS R:S.
Xy Xxijx € X;R % 28 x; ¢ (b) J¥ R: RUS JUFS S:RNS.

) IS R:RNS  JIFS S: RUS.

Cerefbre, forall x; € X,, we have . . .
s (d) JiIFS R:RUS  JIS R:RNS JIS R:S.

Hr Xi < Hs X ; 13 @IS RUST<ISRT ST,
YR Xi 275 X BT RAST <SS RT ST,
IFS . IFS . 1FS
and forall x; € X,, we have ©@J; RNS: T J,° RUSIT  Jq

RT JBsT.
e Xi 2Hs Xi 14 (h) JFS R:S° JFS RS,
Proof. (a)

1
3% RUS: RNS 1 g;(g Hrus Xi ; YRus Xi !a Hros Xi 32L VRos Xi ‘

i1
a 1a

YRus Xi 1 Hrus Xi y Vras Xi 1 Mres Xi

2 i 2 i

a la
Mros Xi 1 %Ras Xi j Mrus Xi 1 vmis Xi

2 ) 2 )

1 a 1 la
YRns Xi MHros Xi y PRus X Mrus Xi , 38

2 ) 2 ) '

1
1 gy HsX lVSXi!qURXi 1 y

a 1 2 2 )

X;€Xy

Hr X 1VRXiuUin 1 vs X te 15

<
Py
X
[y
=
Pyl
X
Q
<
)
X
[y
-
n
X
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(b)
1
7% R RUS 1 )n(g He X 1 % X !u Mros Xi 1 7mus Xi ¢
i1 2 2
a la
WXL MR X ks X 1 Hres X,
2 ) 2 )
a la
Hros Xi 1 vrus Xi 0 HR X 1 e X,
5 ! !
a 1la
Yrus Xi 1 Hrus Xi p WX 1 MR X, 25
2 ) 2 ) '
a la
L gyabex 1 %X WX 1 %X, g
a K€, 2 2
a la
WXL PR X s X 1 P X
2 i 2 )
a 1la
Bs Xi 1 v X " MR X 1 g X
2 i 2 )
a la
vs Xi 1 Mg X U X1 pp X, B x 0k
2 2 X;€X,
1 Xi 1 ovx " pex 1 owx ¢
3% s RnS B 2 Hs X s Xi y MR Xi RXi y 3
X;€X, 2 2
1
vsXi 1 opsx forxi 1 opgx "
2 ) 2 )
a 1a
PR X 1 %X o Mg X 1 v X
1 5 1
a la
WXL MR X s X 1 P X B x 0B
2 2 X;€X,
From (17) and (18), (c)
IP RIRUS 3P S:RNS: 19
a
IF R RAS 1aXO x 2 HR X 1 R Xi g Hs Xi 1 owsx
a X;€Xy X;€X, 2 2
e X 1 oppx fwxi 1opgx ,la
5 ! !
Bs Xi 1 7 X ,a R X 1 % X .10(
2 ) 2 )
1
Vs X 1 Hs X |a R X 1 Hr X 1 ! 255
2 ) 2 )

I s RuUS:

16

17

18

20
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(d) Adding (17) and (20), we get (e) It su [ced to show that
W RRUS I RRNS JPRS: 21

ISRT I sT I RUST 20

a a
1
ISR T 1 wabrXi 1 %X !u brxi 1o X, !
1 2
1
YR X 1 MR X la 1 X 1 Hr X 1 ¢
2 i 2 )
1
Hr X 1 v X |a Pr X R X, ¢
> ! !
1
1 X 1 Hr X 1 R X% 1 Hr X 1 ‘ 25.
2 ) 2 B '
1
IS ST 1 )n(g Bs X 1 wex o oHr X 1 ovrx ¢
v 1, 2 ) 2 )
1
Vs X 1 Hs X |G T X% 1 Pt X 1 ¢
2 ) 2 )
Hr X 1 1 X |a Hs X 1 Vs Xi |l ¢
1
1 X% 1 Hr X !G Vs X 1 Ms X; 1 ¢ 25;
2 2
IPRT I sT JPRUST 22
1
1 gycaMsXi 1 VX !u Hr X 1 Vr X, ‘
X;€Xy 2 2
1
VX Lopsx fvpx 1oprx f
2 ) 2 )
1
br X Lovex fpsx 1ovex o f
> ! !
1
V1 X 1 Mt X |O[ Vs X 1 Hs X 1 ¢ 23
2 ) 2 )
1
XQURxl 1VRX|!GUTX| 1VTX|!G
X;€ 2 2
1
VR X 1 Hr X 1 V1 X% 1 Pr X ] ¢
2 ) 2 )
la
HrXi 1 ovex oo obr X 1 ovg X
2 ) 2 )
a la
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(f) [Ceproof of (f) is similar to (e). (9)
I RNS: T
1
1 82 HRX 1 VR Xi y o MT Xi 1 VT Xi y ¢
X;€Xy 2
1
VR X 1“in|uVTXii 1IJTX||0(
! 5 !
1
Hr X 1VTX||QHRXi 1VRX||G
3 ! !
1
V1 X 1“Txi|aVRXi lURX||025
2 ) 2 )
1
Xg“sxl 1VSX|!GUTXi 1VTX|!G
X;€X, 2
1
Vs Xi 1“8Xi|uVTXi 1UTX|,G
2 ) 2 )
1
b Lovex Cpsx 1ovex f
2 ) 2 )
1a
V1 X 1 Mt X 1 Vs X; 1 Hs X 1 253.
2 ) 2 ) '
Add (h)
IPRNST JPRUST WP RT W sT:
24
1
I R s 1 )ZQUqu 1 Vqu!a vs X 1 “le!a
17 2
a 1la
R X 1 Hr X 1 Hs Xi Vs X 1
> ! !
1
v X 1 opsx CHrx 1owmx tf
1
Msxi 1 owsxi “ X 1 opgx "t 23,
> ! ! ;
1
I RS 1 )n(gVRXi 1HRX|!uUin leXI!a
17 2 2
la
B X 1 %X oovs X 1 Mg X,
2 ) 2 )
la
s Xi 1 % Xi ¢ R X 1 g Xi y
2 ) 2 )
la
Vs X 1 Hs X 1 MR Xi 1 YR X 1 25
2 ) 2 )
AP RS I RS

23

25



4. Drawbacks of Other Measures of
Divergence for IFS

Vlachos and Sergiadis [17] de [néd the following measure of
divergence:
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n
Mr X YR X
D; RiS  Xug X In L X; In LIy
! : 1I~'R ' 12 ug X Hg X R 12 vy X g X 26
Junjun et al. [18] de [néd
" MR X; AR X
D, RS Xy X In R T I Ag X In R T !
2 D 12 Mg X; T X R 12 Ag X Ag X 27
where Ag X;  JUgr X "R X ) solved by IFS theory. IFS theory makes it possible to de [né

Example 1. Consider the IFS given by
R {Xq;0:44;0:385); (X,; 0:43;0:39); (X5, 0:42;0:38) ;
S (Xq;0:34;0:48); (X,; 0:37; 0:46); (X5, 0:38;0:45) :

28
Corresponding to R and S, we get
D; R:S 0:00712; -
D, R:S 0:04547:

[Cerefbre, the measures given by (26) and (27) do not
satisfy the axiom of non-negativity.

5. Application

A lot of uncertainty and fuzziness is associated with most of
the decisions in medical science. [erehre various diseases
like migraine, depression, and many viral diseases for which
vaccine is not available or 100 percent cure is not available.
One of the current viral diseases which is known to aledt
more than 50,00,000 lives in the whole world is COVID-19.
On 11™ March 2020, the WHO o [cially declared the
outbreak of COVID-19 as pandemic. Still, no vaccine or 100
percent e [edtive medicine is invented for its cure. In such
cases, doctors have to choose the medicines already available
in the market. For example, in the case of COVID-19,
medicines already available are remdesivir, favipiravir, and
hydroxychloroquine. Now, the following question arises:
which medicine or treatment is most e [ective among the
available ones? [iskihd of decision-making problem can be

the medical information in terms of intuitionistic fuzzy sets
and thereby apply the decision-making process discussed
below to choose the best treatment or medicine.

Now, we describe the decision-making process in
intuitionistic fuzzy sets.

LetM {My, My, Ms.....Mp} be the set of p alternatives to
be examined under the set of q criterion set N {N;, N,
Ns.....Ng}. [en, e take following steps to choose the best
alternative.

Step 1. Constructing the decision-making matrix: let p;
denote the degree of the alternative M; satisfying the criteria
N; and v; denote the degree of the alternative M; not
satisfying the criteria N;. [en,dhe decision-making matrix
isap g matrix whose entries hx;; i are

igrvgry 1 L2000

J 12,50, wherepv; € 01 andpy; v <L

30

Step 2. Computing the ideal alternative: [ndl the ideal al-
ternative M* as

M ndpz; v g v 0 CHgs 7900; 31

where Hj  mMaXqgicpMij and vj mMinyiqvij-

Step 3. Calculating the value of proposed divergence
measure: [ndl J!IFS M;: M* using the formula
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Tasre 1. Normalized intuitionistic fuzzy decision matrix.

A A, Ay A,
T, <0.7, 0.2> <08, 0.1> <0.5, 0.3> <0.6, 0.3>
T, <0.9, 0.1> <0.8, 0.2> <05, 0.3> <0.8, 0.2>
Ts <0.6, 0.4> <0.5, 0.3> <0.6, 0.3> <0.5, 0.4>
T, <0.8, 0.1> <0.7, 0.2> <0.7, 0.2> <0.8, 0.2>

Tasre 2: Values of JIS T;: M* for dilegknt values of a.

a 05 a 2 a 3 a 4 a 5 Rank
J(IIFS T,: M* 0.1903 0.8233 1.4254 2.3755 6.606 3rd
I T, M 0.0605 0.2490 0.3928 0.5651 0.7817 2nd
J,IJFS T;: M* 0.5948 2.8656 6.0696 13.8161 35.305 4th
IS T, M~ 0.0432 0.1791 0.2866 0.4209 0.5980 1st
1 9 s X 1 Xii n Pio X 1 xi A °
IFS . * J i J ' J U] J U]
3 Mt M 0(1x@ . AQ - a
i1
a la
@'Vij Xij 1 ”U Xij A @'VJ* Xij 1 HJ* Xij A
2 2
32
a 1la
@UJ* Xij 1 Vj* Xij A @IJIJ Xij 1 ’Vij Xij A

a

a 1
ou i L M Xja@¥iXi 1 WX p
2

2

Step 4. Ranking the alternatives: give ranking to all the
alternatives. [ealternative whose JiF° M;: M* is mini-
mum will be considered as the best alternative with rank 1.

We demonstrate the application of proposed divergence
method in choosing the best medical treatment for the patients.

Suppose a person is sulering from anxiety. A doctor
tried dilerknt treatments T,,T,; T4 T,T; T, T4 T, 0On 4
dilerknt subjects A;, A, Ag; A, and noted the results of
clinical trials (see Table 1).

Based on this normalized intuitionistic fuzzy decision
matrix, we [ndl the ideal alternative

M*  fh0:9;0:1i;h0:8;0:1i;h0:7; 0:2i; h0:8; 0:2ig: 33

Now, we calculate the value of divergence of each
treatment T; from the ideal alternative M* for dilerent
values of a.

According to Table 2, T, is the best treatment for the
patients of anxiety. [_e_arber of preference of treatments is
as follows:

Ty>Ty>Ty>Tyg 34

6. Conclusion

In this paper, we have proposed a new parametric intui-
tionistic fuzzy divergence measure for IFS with its proof of

23; Vi 1,2;...;p:

validity. [e_pfoposed measure is found to satisfy various
properties and does not assume any negative value as in case
of many existing divergence measures. [e_ploposed di-
vergence measure also has application in decision making
and thereby deciding the best medical treatment for the
patients. Furthermore, the parameter provides [eXibility in
criteria for decision making.

Data Availability

[edata used to support the [ndlings of this study are in-
cluded within the article.
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