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1. Introduction

Gravitational-wave (GW) signals, firstly predicted by Albert Einstein in 1916, are known as transverse waves of spatial strain with very small amplitudes which travel at the speed of light [1, 2]. After linearizing weak-field equations, Sitzsungsber found a solution for the field equations [3], and then, Kerr generalized the solution for the rotating black holes [4]. Lots of theoretical works in the purification of analytical studies of relativistic two-body dynamics were done [5, 6]. Moreover, since the signals of GW merger are accompanied with electromagnetic emission as a gamma-ray burst [7–9], the field of numerical-relativity simulations progressed, and in the later step, it led to advances in GW modeling of two massive binary mergers (e.g., see [10–14]).

In the last decade, the GW signals are detected by the networks of the Virgo [15] and LIGO [16] interferometers. The first observation of GWs, which was appeared as a transient GW signal, indicated a binary black hole merger [17]. For other detections of GW mergers, the reader can refer to [18, 19] and references therein. Since the GW sources can be categorized in one of the three classes of transient and bursts, periodic or continuous wave, and stochastic, the type of method for analyzing GW data seems to be important [20]. GWs are very weak signals of order $10^{-21}$ or even less that travel in spacetime containing noises of order $10^{-18}$. So, it is not possible to study this kind of signal using methods that are prevalent in statistics.

Using the Hurst exponent is one of the proposed ways to discriminate stochastic (irregular) time series and signals with long-range interaction within system components (self-affinity) which was firstly proposed by Hurst in 1951 [21, 22]. In this approach, for a time series $\{y_t\}$, a self-affinity of different parts of a signal can be explained by $y_{at} = a^{-H}y_t$, wherein $a$ and $H$ are a positive coefficient and the Hurst exponent, respectively (e.g., see [23]). The range of (0.5,1) for the Hurst exponent determines that there would be long-term memory in the system of interest. Among lots of methods for estimation of the Hurst exponent such as the analyses of detrended fluctuation [24], rescale range (e.g., [25]), and wavelet method [26], using the concept of entropy enables us to issue solid results about the complexity of a system and give a quantitative interpretation of long-term memory in the system [27]. The multiscale entropy
The MSE is firstly introduced in a paper for analyzing the complexity of physiologic time series [28], and then, it was broadly used in biological signals such as characterizing the complexity of human heartbeat [29, 30]. For a review of other improvements about the MSE estimation, the reader can refer to [31].

Here, we applied the MSE to GW binary mergers to investigate the entropy level of signals in different scales. To do this, we employed the GW signals of events detected by different observatories. It may help to characterize the GW signals. This paper is organized as follows: the employed data sets are described in Section 2. Section 3 is devoted to briefly explaining the method. The results are discussed in Section 4. The concluding remarks are given in Section 5.

### 2. Description of Data Sets

The networks of the Virgo interferometers in Cascina, Italy, [15] and the Laser Interferometer Gravitational-wave Observatory [LIGO; [16] including two branches in Hanford, Washington, USA (LHO), and Livingston, Louisiana, USA (LLO), with the arms of 4 km record the received GW signals. Recorded data are strains ($\Delta L/L$) of the arms, caused by gravitational waves; so, they are dimensionless. The data published by the Virgo observatory is labeled “V1,” and the two branches of LIGO detectors are known as “H1” and “L1,” respectively. We employed the GW time series (https://www.gw-openscience.org/data/) with the sampling rate of 16 KHz during the period of 32 seconds (the time of recording data). The employed data sets are categorized into two groups. In the first group, the physical properties of triggered events such as masses and distances of binaries have been found. We selected all confirmed GW data consisting of 15 time series of compact binary mergers recorded by different observatories. The second group is marginal triggers observed by LIGO and Virgo discovered by the advanced interferometric GW detector network. This network can detect frequencies in the range of 15 Hz up to a few kilohertz belonging to inspiral, merger, and ringdown GW signals of compact binary mergers (for more information about this type of data set and some technical details, the reader can refer to [32]). They are listed in the GW transient catalog and are known as “GWTC-1-marginal.” We selected 5 times series of this type of GW data. Details of the first and the second groups of the GW data are given in Tables 1 and 2, respectively (also, the extended reviews about the Advanced LIGO and Advanced Virgo data sets are given in [33]). Both groups of data sets are named by the date of observations with a difference that the names of the first group have the

<table>
<thead>
<tr>
<th>Name</th>
<th>Version</th>
<th>Mass 1 ($M_\odot$)</th>
<th>Mass 2 ($M_\odot$)</th>
<th>Network SNR</th>
<th>Distance (Mpc)</th>
<th>Strains</th>
</tr>
</thead>
<tbody>
<tr>
<td>GW150914</td>
<td>v3</td>
<td>35.6$^{+1.7}_{-1.1}$</td>
<td>30.6$^{+3.0}_{-4.4}$</td>
<td>24.4</td>
<td>440$^{+150}_{-170}$</td>
<td>H1 &amp; L1</td>
</tr>
<tr>
<td>GW151012</td>
<td>v3</td>
<td>23.2$^{+14.9}_{-5.5}$</td>
<td>13.6$^{+4.1}_{-4.8}$</td>
<td>10.0</td>
<td>1080$^{+550}_{-490}$</td>
<td>H1 &amp; L1</td>
</tr>
<tr>
<td>GW151226</td>
<td>v2</td>
<td>13.7$^{+8.8}_{-7.2}$</td>
<td>7.7$^{+2.2}_{-2.5}$</td>
<td>13.1</td>
<td>450$^{+180}_{-190}$</td>
<td>H1 &amp; L1</td>
</tr>
<tr>
<td>GW170104</td>
<td>v2</td>
<td>30.8$^{+7.3}_{-5.6}$</td>
<td>20.0$^{+4.9}_{-4.6}$</td>
<td>13</td>
<td>990$^{+440}_{-430}$</td>
<td>H1 &amp; L1</td>
</tr>
<tr>
<td>GW170608</td>
<td>v3</td>
<td>11.0$^{+2.5}_{-1.7}$</td>
<td>7.6$^{+1.4}_{-2.2}$</td>
<td>14.9</td>
<td>320$^{+120}_{-110}$</td>
<td>H1 &amp; L1</td>
</tr>
<tr>
<td>GW170729</td>
<td>v1</td>
<td>50.2$^{+16.2}_{-10.2}$</td>
<td>34.0$^{+9.1}_{-10.1}$</td>
<td>10.2</td>
<td>2840$^{+1400}_{-1360}$</td>
<td>H1, L1 &amp; V1</td>
</tr>
<tr>
<td>GW170809</td>
<td>v1</td>
<td>35.0$^{+5.9}_{-5.2}$</td>
<td>23.8$^{+5.1}_{-5.2}$</td>
<td>12.4</td>
<td>1030$^{+320}_{-390}$</td>
<td>H1, L1 &amp; V1</td>
</tr>
<tr>
<td>GW170814</td>
<td>v3</td>
<td>30.6$^{+5.0}_{-4.0}$</td>
<td>25.2$^{+2.8}_{-2.4}$</td>
<td>15.9</td>
<td>600$^{+150}_{-220}$</td>
<td>H1, L1 &amp; V1</td>
</tr>
<tr>
<td>GW170817</td>
<td>v3</td>
<td>1.46$^{+0.12}_{-0.10}$</td>
<td>1.27$^{+0.09}_{-0.09}$</td>
<td>33</td>
<td>40$^{+7}_{-15}$</td>
<td>H1, L1 &amp; V1</td>
</tr>
<tr>
<td>GW170818</td>
<td>v1</td>
<td>35.4$^{+5.7}_{-5.2}$</td>
<td>26.7$^{+4.3}_{-5.2}$</td>
<td>11.3</td>
<td>1060$^{+420}_{-380}$</td>
<td>H1, L1 &amp; V1</td>
</tr>
<tr>
<td>GW170823</td>
<td>v1</td>
<td>39.5$^{+11.2}_{-6.7}$</td>
<td>29.0$^{+6.7}_{-7.8}$</td>
<td>11.5</td>
<td>1940$^{+970}_{-900}$</td>
<td>H1 &amp; L1</td>
</tr>
<tr>
<td>GW190412</td>
<td>v2</td>
<td>30.1$^{+1.6}_{-1.3}$</td>
<td>8.3$^{+1.6}_{-0.9}$</td>
<td>19.0$^{+0.2}_{-0.3}$</td>
<td>740$^{+150}_{-160}$</td>
<td>H1, L1 &amp; V1</td>
</tr>
<tr>
<td>GW190425</td>
<td>v1</td>
<td>1.74$^{+0.17}_{-0.09}$</td>
<td>1.56$^{+0.08}_{-0.14}$</td>
<td>12.46$^{+0.29}_{-0.43}$</td>
<td>159$^{+69}_{-72}$</td>
<td>L1 &amp; V1</td>
</tr>
<tr>
<td>GW190521</td>
<td>v2</td>
<td>85$^{+14}_{-18}$</td>
<td>66$^{+17}_{-18}$</td>
<td>14.6$^{+0.4}_{-0.4}$</td>
<td>5300$^{+2400}_{-2600}$</td>
<td>H1, L1 &amp; V1</td>
</tr>
<tr>
<td>GW190814</td>
<td>v1</td>
<td>23.4$^{+1.1}_{-1.0}$</td>
<td>2.59$^{+0.08}_{-0.09}$</td>
<td>25.0$^{+0.1}_{-0.2}$</td>
<td>241$^{+45}_{-45}$</td>
<td>H1, L1 &amp; V1</td>
</tr>
</tbody>
</table>

Table 2: The list of GWTC-1-marginal data.

<table>
<thead>
<tr>
<th>Name</th>
<th>Version</th>
<th>Mass 1 ($M_\odot$)</th>
<th>Mass 2 ($M_\odot$)</th>
<th>Network SNR</th>
<th>Distance (Mpc)</th>
<th>Strains</th>
</tr>
</thead>
<tbody>
<tr>
<td>170208</td>
<td>v1</td>
<td>–</td>
<td>–</td>
<td>10.0</td>
<td>–</td>
<td>H1 &amp; L1</td>
</tr>
<tr>
<td>170219</td>
<td>v1</td>
<td>–</td>
<td>–</td>
<td>9.6</td>
<td>–</td>
<td>H1 &amp; L1</td>
</tr>
<tr>
<td>170405</td>
<td>v1</td>
<td>–</td>
<td>–</td>
<td>9.3</td>
<td>–</td>
<td>H1 &amp; L1</td>
</tr>
<tr>
<td>170412</td>
<td>v1</td>
<td>–</td>
<td>–</td>
<td>9.7</td>
<td>–</td>
<td>H1 &amp; L1</td>
</tr>
<tr>
<td>170423</td>
<td>v1</td>
<td>–</td>
<td>–</td>
<td>8.9</td>
<td>–</td>
<td>H1 &amp; L1</td>
</tr>
</tbody>
</table>
prefix “GW.” For instance, the series “GW190425” belongs to the first group and was recorded on 25 April 2019.

For a given data set \( B_H(t) \) (a time series with a Hurst exponent of \( H \)), we can produce a data set from its increments as \( G_H(t) = \Delta B_H(t) = B_H(t + \Delta t) - B_H(t) \), which is known as interval data set. Our measurements show that the \( G_H(t) \) constructed from GW time series (listed in Tables 1 and 2) has Gaussian distribution. Also, their Hurst exponents are ranged from 0.61 to 0.89 (extracted by the R/S method) led to categorize GW interval signals in the class of the fractional Gaussian noises. We apply multiscale entropy to GW interval data sets as explained in Section 3.

3. Multiscale Entropy Analysis

The time series of a system can be influenced by noises rooted in the interaction between the system and its environment. Inducing noise can accumulate short-range correlations in time series that may lead to a nonoriginal long-range effect. So, reducing the effect of undesirable noises and short-range correlations from time series seems to be essential. This task is accomplished by using the coarse-graining procedure. To do this, the time series of length \( \lambda \) with data points \( y_1, y_2, \ldots, y_N \) is partitioned into nonoverlapping windows with the same length \( \lambda \). Averaging on data points over each window provides the coarse-grained signal as the following form

\[
y_p^{(\lambda)} = \frac{1}{\lambda} \sum_{q=1}^{\lambda} y_{(p-1)\lambda+q}.
\]

The new sequence with data points \( (y_1^{(\lambda)}, \ldots, y_N^{(\lambda)}) \) is obtained, wherein \( \lambda \) is known as scale factor. The late signal can be determined by the \( m \)-dimensional vectors as follows:

\[
Y^{(\lambda)}(m) = (y_p^{(\lambda)}, \ldots, y_{p+m-1}^{(\lambda)}).
\]

In this step, the number of vector pairs with distances less than \( r \) is counted. This set of pairs is denoted by \( n_m(r, \lambda) \). The task of finding the pairs set is repeated for the \( (m+1) \) -dimensional vector pairs \( n_{m+1}(r, \lambda) \). The sample entropy is given by

\[
S_E(m, r, \lambda) = -\log \left( \frac{n_{m+1}(r, \lambda)}{n_m(r, \lambda)} \right).
\]

Since \( n_{m+1}(r, \lambda) \leq n_m(r, \lambda) \), then \( S_E \geq 0 \). The diagram of sample entropy versus scale factor can be representative of the range of correlations. The whole process is named the multiscale entropy (MSE) analysis [27].

4. Results and Discussions

We plotted the sample entropy of GW interval data for different scale factors. To do this, 15 GW signals received from binary mergers with some discovered physical properties and 5 marginal triggers (GWTC-1-marginal data) with indeterminate parameters of sources were chosen to generate interval data. The results of MSE analysis for binary mergers recorded by observatories H1, L1, and V1 are shown in Figures 1–3, respectively.

As we see in Figure 1, approximately all graphs have analogous trends, and despite consecutive peaks and valleys, they all exhibit a decrement of sample entropy toward values below 0.5. In scale 8, a valley can be seen for most of the graphs except for four of them. Also, there is a progressing convergence reaching its maximum value in the range [16, 17] which is the other noticeable case in Figure 1. In Figure 2, the decreasing trend is repeated with a less obvious convergence between graphs. One can see that the MSE analysis for the last six recorded data has very close and similar trends. There is a valley in scale 16 for all graphs, and then, the first four recorded data begin to show a divergent manner gradually. In Figure 3, alongside the decrement of all trends toward zero, a duality can be seen among the graphs. Both groups of the graphs show consecutive peaks and valleys, but it is obvious that the entropy behavior of the last four recorded data is different from the others’ trend, and the trends of the two groups of graphs follow the decline trends completely out of phase after scale 11.

In the same manner, as explained above, the results for interval data generated from marginal triggers recorded by observatories H1 and L1 are displayed in Figures 4 and 5, respectively. For the two last interval data generated from GWTC-1-marginal H1 data discovered in April 2017, it is seen that the sample entropies show the same behavior while the others’ trends exhibit gradual declines through all scales. The results for GWTC-1-marginal L1 data (except for the signal taken on 8 February 2017 that is the first recorded data) show similar falling trends in MSE graphs with fewer peaks and valleys in comparing with the results of GWTC-1-marginal H1. For all the graphs of 15 GW signals and 5 marginal triggers that monotonically decrease, the best model can be obtained by fitting a \( q \)-exponential function, \( f(x) = A[1 - B(q - 1)x]^{-1/q} \), wherein \( A, B, \) and \( q \) are constant values.
To know whether there is any relation between the physical parameters of GW data and behavior of sample entropy for their corresponding interval data in different scales, we focused on masses, distances, and network SNR of binary mergers. First of all, we compared the entropies of two GW interval data with comparable characteristics in different scales. As we see in Table 1, both the GW170809 (with mass $1 \approx 35.0$ M$_\odot$, mass $2 \approx 23.8$ M$_\odot$, distance $\approx 1030$ Mpc, and network SNR $\approx 12.4$) and the GW170818 (with mass $1 \approx 35.4$ M$_\odot$, mass $2 \approx 26.7$ M$_\odot$, distance $\approx 1060$ Mpc, and network SNR $\approx 11.3$) have approximately the analogous properties. Their entropy trends are very similar in different scales recorded by H1 (Figure 1), L1 (Figure 2), and V1 (Figure 3). Then, we focused on two GW time series with different physical properties. As it is seen in Table 1, the mergers of GW190521 data are more massive (mass $1 \approx 85$ M$_\odot$ and mass $2 \approx 66$ M$_\odot$) than the others, and also, the distance of the mergers from detectors is significant ($\approx 5300$ Mpc). On the other hand, the GW170817 mergers have the lowest masses (mass $1 \approx 1.46$ M$_\odot$, mass $2 \approx 1.27$ M$_\odot$) and are placed in a shorter distance than the other mergers ($\approx 40$ Mpc). Let us make a comparison between the entropy diagrams of mergers of the GW190521 with SNR $\approx 33$ and the GW170817 with SNR $\approx 33$. A closer look at results extracted from data recorded by H1 (Figure 1) shows that both approximately have similar trends with in an in-phase manner. However, the values of sample entropy for GW170817 are higher than that of GW190521 in all scales. In Figure 2, we

**Figure 2:** MSE analysis of the GW interval data recorded by L1 observatory.

**Figure 3:** MSE analysis of the GW interval data recorded by V1 observatory.

![MSE analysis of the GW interval data recorded by L1 observatory.](image1.png)

![MSE analysis of the GW interval data recorded by V1 observatory.](image2.png)
see the same trends for both data. The MSE diagram of GW190521 has more fluctuations than that of obtained for GW170817, and it takes the greater values at some scales. We see in Figure 3 that rises and falls of both data are very similar up to scale 10; after that, although both approximately have the analogous slopes, the fluctuation of GW190521 data is more. In the GWTC-1-marginal data set, the only recorded property is network SNR that is approximately comparable for 170219 (network SNR \approx 9.6) and 170412 (network SNR \approx 9.7) signals. The MSE diagrams of the 170219 and 170412 interval data sets recorded by H1 show that their entropy behaviors are completely different. The sample entropy of 170412 data takes the value zero in some scales, while the minimum value of 170219 data (\approx 0.21) is in the scale 16. On the other hand, for the data recorded by L1, the entropy behaviors are similar. Hence, we can say that the network SNR does not play a key role in determining the entropy behaviors of the GW signals.

5. Conclusions

In this study, we first generated interval data sets from GW data and measured their Hurst exponent using R/S analysis. Our measurements show that the interval data have the Hurst exponents ranged from 0.61 to 0.89. We applied MSE analysis as a method of investigating complexity and organization in time series, on two groups of interval data generated from GW data recorded by different observatories (Virgo and LIGO). We found that the GW interval signals with similar sources represent analogous behaviors in different scales. Focusing on entropy diagrams of GWTC-1-marginal interval data with about the same network SNR demonstrates that the entropy behaviors of the GW interval time series cannot relate to the network SNRs of observatories. Moreover, the entropy-scale diagrams show that the entropy behaviors of the GW interval data are analogous for each observatory which may return to the characteristics
of each observatory depended on input noises, noise reduction methods, and/or the orientation of the received GW signals. All of the multiscale entropy analysis results for corresponding interval data recorded by H1, L1, and V1 show a decreasing trend with some degrees of convergence. The diversity of the entropy in small scales implies that the signals have different values of short-range correlations. By increasing the scale factor, the effects of short-range correlations are excluded from signals. The declining trend of entropy indicates that the long-term correlations cannot have an effective influence on the system. The observed convergence in the MSE graphs, especially during the last scale factors, can be interpreted as the existence of similarity between all the GW interval time series in lack of long-range correlations. It suggests that this type of GW signal should be categorized in the class of systems with a low level of complexity.
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