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In order to improve the cooperative operation scheduling effect of agricultural machinery, this article uses particle swarm neural
network to study the cooperative operation scheduling algorithm of agricultural machinery and improves the cooperative
scheduling effect of intelligent agricultural machinery. Aiming at the mixed integer nonlinear programming problem, this article
proposes a collaborative algorithm of population intelligence and linear programming. +e outer layer of the algorithm uses the
improved particle swarm algorithm IPSO module, the inner layer uses the simplex algorithm SIM module, and the optimal
solution of the MINLP problem is obtained through the iterative update of the inner and outer modules. +e experimental study
shows that the cooperative operation scheduling model of agricultural machinery based on particle swarm neural network
proposed in this article can play an important role in modern agricultural planting and effectively improve the efficiency of
agricultural planting.

1. Introduction

China is a big agricultural country with a vast territory,
complex geographical environment, and different natural
conditions, and agricultural production has obvious re-
gional and time differences. In particular, in recent years,
with the process of rural urbanization and the introduction
of policies such as the state’s encouragement of migrant
workers to work in cities, most young and middle-aged
laborers have gone out to work. However, women and the
elderly stay behind in the countryside, so farmers have
more urgent requirements for agricultural mechanization,
and the demand for agricultural machinery operations is
very high. +e supporting role of agricultural mechani-
zation in the construction of modern agriculture is be-
coming increasingly important. +e experience of
developed countries shows that agricultural mechanization
is an important carrier for improving the level of agri-
cultural science and technology and equipment, and an
important force for accelerating agricultural moderniza-
tion. China is a country with a large population and rel-
atively little land, and the income level of farmers is low.

Due to the generally high price of agricultural machinery,
ordinary farmers cannot afford to buy them. Users with
agricultural machinery must not only complete harvesting
tasks for themselves, but also complete harvesting tasks for
more farmers through reasonable configuration. At the
same time, they also need to consider how to obtain more
economic benefits and obtaining greater economic benefits
has become the decision-making goal of policy makers.

+is article combines the particle swarm neural network
to study the cooperative operation scheduling algorithm of
agricultural machinery to improve the cooperative sched-
uling effect of intelligent agricultural machinery, which
provides a theoretical reference for the further development
of agricultural intelligence.

2. Related Work

+e literature [1] proposed a special operation method for
the VRP problem in the agricultural field to solve the
planning and scheduling problems of field operations and
achieved good results in the scheduling of various types of
agricultural operations. Literature [2] established a relatively
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complete mathematical model of agricultural machinery
continuous operation scheduling. +e model includes input,
data preprocessing, scheduling, and output. +e output
results include the Gantt chart of agricultural machinery
operations and the estimated cost of the scheduling scheme.
Solve the problem of continuous operation scheduling of
agricultural machinery. Reference [3] combined neural
network (NN) and genetic algorithm (GA) to optimize the
path of agricultural robots. +e motion recognition of
complex agricultural robot nonlinear systems is achieved
through the high learning ability of NN. +e optimal path is
obtained by genetic algorithm, and the path is continuously
optimized through selection, crossover, and mutation. +e
study not only considers the optimization objective of the
shortest path, but also optimizes the steering angle and total
transfer time. Literature [4] improved the BRUSPLAN
model based on the idea of integer programming and
established a two-stage stochastic linear programming
model for the planting of vegetable crops. Because there are
many uncertain factors in agriculture, the deterministic
model often cannot play a very good role, and the model
considers various uncertain factors in agriculture, reducing
the uncertainty in agriculture such as temperature, pre-
cipitation, and other uncertainties for agricultural produc-
tion. At the same time, risk factors are considered, risk
control is carried out, and the benefits of vegetable culti-
vation are further improved through risk control. Reference
[5] established a linear programming model for crop har-
vesting operations. +e model considered resource con-
straints and operation time constraints and proposed two
heuristic algorithms to solve the problem. +e first method
takes the operation rate as the primary optimization ob-
jective, and the second method takes the operation com-
pletion rate as the main optimization goal. +is method
meets the time window requirements as much as possible
and optimizes the start time of each job. +e calculation
results show that the algorithm can quickly provide an
optimization scheme to solve the problem of rapeseed
harvest scheduling. Reference [6] used greedy algorithm and
tabu search algorithm to optimize the dispatching path of
agricultural machinery. +e scheduling model takes into
account job delays due to factors such as limited equipment
and staff. Using commercial integer programming software
to solve the problem, a feasible scheduling scheme can be
solved within a reasonable calculation time. Reference [7]
divided the agricultural machinery scheduling process into
four independent steps: agricultural machinery allocation,
farmland area coverage, agricultural machinery scheduling
path generation, and secondary adjustment of the sched-
uling scheme. Among them, in the step of generating the
dispatching path of agricultural machinery, a mathematical
model based on the vehicle dispatching problem is proposed,
which is solved by heuristic algorithm and genetic algorithm.
Compared with the vehicle scheduling problem, there are
more uncertain factors in the agricultural machinery
scheduling problem, and the optimal scheduling scheme
must be generated dynamically and in real time during the
operation process. +e dynamic agricultural machinery
scheduling problem needs further research. +e literature

[8] studied the minimization of nonoperation mileage (i.e.,
the transfer distance, excluding the mileage when operating
within the farmland) in the process of agricultural ma-
chinery scheduling. +e problem is regarded as a binary
integer programming problem, and the path is optimized by
calculating the traversal sequence of parallel paths.

Reference [9] proposed a two-stage meta-heuristic al-
gorithm combining simulated annealing algorithm, genetic
algorithm, and hybrid Petri network model to optimize the
allocation and scheduling of agricultural machinery re-
sources. In the first stage, the simulated annealing algorithm
is used to optimize the scheme of allocating resources; in the
second stage, the genetic algorithm is used to determine the
priority of the jobs and generate the agricultural machinery
scheduling scheme according to the hybrid Petri network
model. +e two-stage method allocates job tasks first and
then enters into job priority sorting and scheduling, so that
resources are independent of each other, which avoids
deadlock and improves the efficiency of the algorithm. +e
model does not consider uncertain constraints such as
weather and mechanical failures and is not suitable for dy-
namic operations. Reference [10] conducted a detailed study
and classification of agricultural machinery operation
scheduling to abstract the common characteristics of dif-
ferent operation scenarios, establish a connection with tra-
ditional vehicle scheduling problems, and distinguish
between agricultural machinery scheduling problems and
vehicle scheduling problems with time windows. Most ag-
ricultural machinery operations are complex, especially
continuous operations, which involve the collaborative op-
eration of multiple types of agricultural machinery, and the
scheduling of different types of agricultural machinery has
higher requirements in terms of time sequence. Reference
[11] studied the dynamic agricultural machinery scheduling
problem with uncertain factors and proposed an abstract
two-dimensional grid, which creates discrete transition nodes
in the grid state space. Generate optimal paths using a graph
search algorithm. +is algorithm improves the operation
efficiency of agricultural machinery, and the algorithm has
high computational efficiency and is suitable for many types
of agricultural machinery to participate in large-scale dy-
namic agricultural machinery scheduling problems at the
same time. In reference [12], aiming at the problem of cross-
farm operation of agricultural machinery, integrating opti-
mization objectives such as time and space, an agricultural
machinery scheduling model is established, the problem is
represented by the graph theory method, and the Dijkstra
algorithm is used to solve the single-source path planning
problem. +e model proposed in this article is ideal, the
solution speed is fast, but the adaptability to the scene is
limited. Reference [13] explored a large number of agricul-
tural contracting cases and established an agricultural ma-
chinery scheduling model based on the traveling salesman
variant model with a time window.+e ant colony algorithm
is selected to iteratively optimize the scheduling path, and the
algorithm characteristics are very suitable for parallel
implementation, thereby improving the computing effi-
ciency. Reference [14] regarded the agricultural machinery
scheduling problem as a vehicle routing problem with a time
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window and proposed a job scheduling method that is
suitable for relatively scattered and random spatial distri-
bution.+emethod is divided into three stages: the first stage
preprocesses the input data, the second stage evaluates the
time of all operating points, and the third stage uses the
greedy algorithm and the tabu search algorithm to conduct
agricultural machinery based on the results obtained in the
first two stages Optimization of scheduling, where tabu
search avoids getting stuck in local optima by employing
neighborhood search techniques. Reference [15] used the
saving algorithm to construct the agricultural machinery
scheduling path, considered the problem of single vehicle
type and multi-vehicle type at the same time, and simulated
the random agricultural machinery scheduling scenario and
the dynamic agricultural machinery scheduling scenario.+e
algorithm is outstanding in minimizing the cost of agricul-
tural machinery transfer.

3. Particle Swarm Neural Network Algorithm

+e general model of mixed integer nonlinear programming
problem is as follows:

minf x1, x2, x3, y( 􏼁

s.t. g x1, x2, x3, y( 􏼁≤ 0

h x1, x2, x3, y( 􏼁 � 0

x1 ∈ X1, x2 ∈ X2, x3 ∈ X3, y ∈ Y.

(1)

Among them, x1 represents a strong nonlinear con-
tinuous variable, X1 ∈ Rl1 , l1 is the dimension (l1 is an
integer greater than or equal to 0). x2 represents a linear
continuous variable, X2 ∈ Rl2 , l2 is the dimension (l2 is an
integer greater than or equal to 0). x3 represents a weak
nonlinear continuous variable, X3 ∈ Rl3 , l3 is the dimen-
sion (l3 is an integer greater than or equal to 0). y rep-
resents an integer variable, Y ⊂ Nl4 , l4 is the dimension (l4
is an integer greater than 0). g(x1, x2, x3, y)≤ 0 and
h(x1, x2, x3, y) � 0 are inequality and equality constraint
equations, respectively, with dimensions p and q,
respectively.

PSO initializes a swarm of random particles in the solution
space, each particle representing a potential solution to the
problem. We assume that the number of particles is the size of
the population, and let it be N. At the same time, we set the
position of the lth particle in the k-dimensional solution space
as xi � (xi1, xi2, xi3, . . . , xik)T and all have a flying speed as
vi � (vi1, vi2, vi3, . . . , vik)T. We judge the pros and cons of the
current position according to the fitness function of the particle
at the current moment. Subsequently, we update the velocities
and positions of the particles themselves according to their
optimal positions pi � (pi1, pi2, pi3, . . . , pik)T and
pg � (pg1, pg2, pg3, . . . , pgk)T of all particles up to now. +e
updated formula is shown below [16]:
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Among them, l� 1, 2, . . . N. l is the current number of
particle swarm iterations. r1 and r2 are random numbers
between [0, 1], which keep the population diversity. c1 and c2
are learning factors, which enable particles to move closer to
their own optimal position and the optimal position of the
group. w is the inertia weight, which determines the pro-
portion of particles inheriting the current speed. +e pa-
rameters of PSO mainly include group size, inertia weight,
learning factor, maximum speed, etc.

At present, the commonly used dynamic inertia weight is
a linear decreasing weight strategy, as follows:

w
m

� wmax − wmax − wmin( 􏼁∗
m

lmax
. (3)

Among them, m is the current number of iterations,
Wmax and Wmin are the initial inertia weight and the inertia
weight when the maximum number of iterations is reached
and Lmax is the maximum number of iterations.

For processing with 0-1 mutation, 1 proposes the fol-
lowing methods:

p(xi
k+1 � 1) � f(vi

k), we assume f(vi
k) � sig(vi

k) �

1/(1 + exp(−vi
k)). When the random number δi

k of [0, 1] is
less than sig(vi

k), then the binary variable takes the value 1. If
δi

k is greater than or equal to sig(vi
k), the binary variable

takes the value 0. Figure 1 is the structure diagram of the
two-layer solution strategy of the algorithm [17].

+e mixed integer nonlinear programming problem
variables include three components: integer variables y,
linear variables x2, and nonlinear variables (strong nonlinear
variables x1, such as exponential logarithmic variables; weak
nonlinear variables x3, such as double product terms, etc.).
We divide these variables into L1 and L2, which correspond
to the outer IPSO algorithm and the inner SIM algorithm,
respectively. +e division strategies are as follows:

(1) In this study, the integer variable y and the strong
nonlinear continuous variable x1 are divided into L1
and the linear continuous variable x2 is divided into
L2.

(2) +is study divides the remaining multiple weak
nonlinear continuous variables x3 into L1 one by one,
and observes the remaining x3. If the remaining x3
existence variables become linear variables, they are
divided into L2, and x3 is divided into L2 as much as
possible. We assume that x3 is assigned to the var-
iable x3L2

in L2, and the number of variables is l3L2
,

and the variable assigned to L1 is x3L1
and the

number of variables is l3L3
. After grouping there are:

L1 � x1, x3L1
, y􏽮 􏽯,

L2 � x2, x3L2
􏽮 􏽯.

(4)

Among them, we assume that the number of L2 variables
is m1 and the number of L2 variables is m2, then there are
m1 � l1 + l4 + l3L1

, m2 � l2 + l3L2
.

3.1. Introduce Double Fitness Function. In this study, dual
fitness functions and the tolerance of the system for particles
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that do not meet the constraints (default particles) are in-
troduced into IPSO to solve a large number of constraint
problems with equations. Among them, the dual fitness
functions are fm

1,l and fm
2,l, and the tolerance of the system to

default particles is g.
fm
1,l is the improved objective function and fm

2,l is the
default value function of the defined particle, which is de-
fined as follows [18]:

f
m
1,l � f x1,l, x2,l, x3,l, yl􏼐 􏼑,

f
m
2,l � 􏽘

p1

i�0
kg,l ∗ max g L1,l􏼐 􏼑, 0􏼐 􏼑􏼐 􏼑 + 􏽘

q1

i�0
kh,l ∗ max h L1,l􏼐 􏼑

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼒 􏼓.

(5)

Among them, m is the current number of iterations,
g(L1)≤ 0 is the inequality constraint equation system in-
cluding the L` variable, the number of equations is p1, kg,t is
the default coefficient of the inequality constraint equation
system, h(L1) � 0 is the equality constraint equation system
including L variable, the number of equation system is q1,
and kh,t is the default coefficient of the equality constraint
equation system.

In this article, the Deb criterion is improved, and the
functional representation of the system tolerance is given.
+e improved criterion is as follows:

When fm
2,l2
≤g and fm

2,l2
≤g are satisfied, the smaller

particle in the fm
1,l1

and fm
1,l2

slips is better. Otherwise, the
smaller particle in fm

2,l1
and fm

2,l2
is better. Among them, g is

the tolerance of the system to the default particle, and the
iterative formula is as follows:

g
m

�
2 + α

3 + s/N
−
2 + α
3
∗

m

M
􏼒 􏼓∗g

m−1
+ δ. (6)

Among them, s is the number of particles with fm
2 > 0, α

is the set value, and δ is a small positive number.

3.2. Introduce Linear Robustness. We assume that the
mathematical description of the single-objective optimiza-
tion problem is as follows:

Maximizef(x, c)

subject to: x ∈ S.
(7)

Among them, x is the design parameter, c is the mul-
tidimensional environment parameter, and S is the di-
mensional search space. If the optimization process is
disturbed by parameter 5, the corresponding objective
function value will change from the original f(x) to f(x + δ).
If Maximize: is still a feasible solution, and the variation of
the objective function Δf � f(x + δ) − f(x) falls within the
acceptable range, it is called robustness.

For a single-objective optimization problem shown in
(8), the curve of f(x) versus x is shown in Figure 2. We
assume that A� (0.3500, 1.2000) and B� (0.849894, 0.9853)
are the local and global optimal solutions of the optimization
problem, respectively. It can be seen from the figure that if a
perturbation δ is applied to solution A and solution B, re-
spectively (the maximum value of the perturbation does not
exceed 0.3), then the influence of the objective function of
point A on the resistance to the movement ΔfA � f(xA +

δ) − f(xA) is small. However, the objective function of point
B has a greater influence on the disturbance
ΔfB � f(xB + δ) − f(xB). +erefore, the robustness of
pointA is stronger than the bridle of point B. If Afs is outside
the acceptable range, then A is the robust optimal solution to
the optimization problem.

Maximize: f(x) � 1 − 0.8e
−

x− 0.35
0.25

􏼒 􏼓

2

− e
−

x− 0.85
0.03

􏼒 􏼓

2

subject to: x ∈ [0, 1].

(8)

+erefore, we consider the robustness of the solution and
determine the uncertain set of xl � [x1,l, x3L1 ,l]

T as follows:

D
m
xl

� x
m
l |x

m
l ∈ x

m
l − e1, x

m
l + e2􏽨 􏽩􏽮 􏽯. (9)

Among them, xm
l is the nominal value, and e1 and e2 are

the uncertainties. When calculating the improved objective
function of the particle at the mth iteration, we randomly
select the parameter C times in the uncertain set of xl and
calculate the mean value as the improved objective function
value of each particle, as follows:

f
m
1,l �

1
c

􏽘

C

j�1
f

m
1,l x

m
i,j􏼐 􏼑. (10)

Among them, xm
i,j is the random value of Dm

xl
in the

uncertain set.
+is study introduces the role of the robustness of the

solution. In view of the parameter fluctuations existing in the
industry, some sharp points with poor robustness in the
solution space are excluded.

3.3. Introduce Particle Mutation Probability Function and
Double Mutation Strategy. +e outer IPSO algorithm in-
troduces the particle mutation probability function [19]:

Mixed-integer nonlinear programming problem

External problem solving
mudule

(Group intelligence
algorithm)

Outer problems

Inner problems

Internal layer problem solving
module (linear programming

algorithm)

Figure 1: IPSO-SIM double-layer zero solution strategy structure.
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P � μ + Re · σ. (11)

Among them, μ and σ are the disturbance rate adjust-
ment parameters, and Re is the algebra for which the optimal
value of the particle swarm is not obviously optimized. We
assume that the optimal value of the m− 1 generation
particle swarm is 0(m− 1), and the optimal value of the mth
generation particle swarm is 0(m), where m> 1. If
|O(m) − O(m − 1)|≤ ε, where z is the threshold variable of
the obvious change of the optimal value and is a positive
number, it means that the optimal value of the mth gen-
eration particle swarm is not significantly optimized, and
Re�Re + 1. If |O(m) − O(m − 1)|> ε, it means that the
optimal value of the mth generation particle swarm is ob-
viously optimized, and Re� 0.

+e improved particle swarm algorithm updates the
particle’s own optimal position pBest and the group’s op-
timal position gBest each time, and then compares Pwith the
random value Pr in (0, 1). When Re increases continuously,
the probability that P is greater than the random value Pr will
increase. When P≥Pr, we save the current gBest and per-
form particle mutation as follows:

Particle mutation is a double mutation strategy, namely
particle mutation strategy 1 and particle mutation strategy 2.
Rep1 is the algebra that the optimal value is not obviously
optimized after the particle goes through the mutation
strategy 1, and Mp1 is the threshold value, which is used for
the selection of mutation strategy. Rep2 is the number of
times the particle goes throughmutation strategy 2, and Mp2
is the threshold.

When Rep1 ≤Mp1, particle mutation selects mutation
strategy 1, as follows:

V
m
l � V

m
l + V

m
l · α1v · θ ·

(M − m)

M
,

L
m
1,l � L

m
1,l + L

m
1,l · α1L · θ ·

(M − m)

M
.

(12)

Among them, Vm
l is the velocity of the first particle, Lm

1,l is
the position of the first particle, Lm

1,l is the velocity variation
coefficient of mutation strategy 1, Lm

1,l is the position vari-
ation coefficient of mutation strategy 1, m is the current
number of iterations,M is the total number of iterations, and

θ is a random number that obeys the standard normal
distribution N(O.1).

When Rep1 >Mp1, particle mutation selects mutation
strategy 2, as follows:

V
m
l � α2v · θ ·

(M − m)

M
,

L
m
1,l � L

m
1,gBest + α2L · θ ·

(M − m)

M
.

(13)

Among them, α2v is the velocity variation coefficient of
mutation strategy 2, α2v is the position variation coefficient
of mutation strategy 2, and Lm

1,g Best is the position of the
global optimal particle. After the particle goes through
mutation strategy 2, Rep1 is reset to 0 and Rep2 � Rep2 + 1.

After the particle mutates, it enters the inner layer and
uses the linear programming algorithm of the inner layer
problem-solving module to solve the parameter Lm

2,l. +en,
the fitness of the particle swarm is recalculated, the optimal
position pBest of the particle itself and the optimal position
gBest of the group are updated, and the particle with the
worst fitness is replaced by the backup gBest, and Re is reset
to 0.

We assume that the optimal value of the m− 1 gener-
ation particle swarm is 0(m− 1). After the particle mutation
of the mth generation particle swarm occurs, the optimal
value is 0(m). If |O(m) − O(m − 1)|≤ ε, it means that the
optimal value of the particle swarm is not significantly
optimized after particle mutation, Rep1 � Rep1 + 1. If
|O(m) − O(m − 1)|> ε, it means that the optimal value of the
particle swarm is obviously optimized after particle muta-
tion, Rep1 � 0.

Combined with the flow chart of the improved particle
swarm algorithm and simplex algorithm shown in Figure 3,
the specific algorithm steps are as follows:

Step (1). In this study, the variables in the mixed integer
nonlinear programming problem are divided into two parts,
namely L1 and L2, which correspond to the outer simplified
mixed integer nonlinear problem and the inner linear
programming problem, respectively.

Step (2). +e outer IPSO algorithm is initialized: we assume
that the initial population isN, the total number of iterations
is M, and the velocity boundary [Vmin, Vmax] and position
boundary [L1min, L1max] are determined. N particles uni-
formly generate the initial position L in the m1 dimension
and randomly generate the initial velocity V0

l , where l� 1,
. . ., N.

Step (3). +e L1 parameter is fixed to Lm
1,l by IPSO, and the

problem is transformed into a linear programming problem.
+en, it enters the inner layer and uses the linear pro-
gramming algorithm of the inner layer problem-solving
module to solve the parameter L2, the solution of the pa-
rameter L2 is denoted as Lm

2,l, wherem is the current iteration
number, and the initial solution is denoted as L0

2,l.

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10

A B

x

1

1.4

1.2

1.6

1.8

2

f (
x)

Figure 2: Curve over [0, 1] of the example function.
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Step (4). +e outer IPSO algorithm calculates fm
1,l and fm

2,l

considering the robustness of the solution according to
[Lm

1,l, Lm
2,l], and updates the optimal position pBestm[l] of the

particle itself and the optimal position gBestm of the group;

Step (5). In this study, the particle mutation probability
function value P of the population is calculated and com-
pared with the random value Pr in (0, 1). If P≥ Pr, particle
mutation is performed on the population, and the mutation
strategy is selected according to Rep1 ≤Mp1. If we choose
mutation strategy 1, then we use equations (10) and (11) to
get the mutated Lm

1,l. If Vm
l chooses mutation strategy 2, then

we use equations (12) and (13) to obtain the mutated Lm
1,l and

Vm
l , reset Rep1 and set Rep2 � Rep2 + 1. +en, Lm

2,l, fm
1,l, fm

2,l,
pBestm[l] are retrieved. If P< Pr, we go directly to step (6).

Step (6). +is study judges whether the termination con-
dition m>M or Rep2 ≥Mp2 is satisfied, where Mpz is the
threshold number of times to execute particle perturbation
strategy 2, 2≤Mp≤M. If none of the termination condi-
tions are satisfied, then m�m+ 1. According to the optimal
position pBest[l] of the particle itself and the optimal po-
sition gBest of the group, and according to the standard

particle swarm algorithm, the velocity vm
l and the position

Lm
1,l are updated, and return to step (2). If any of the ter-

mination conditions are met, the algorithm ends.

4. Coordinated Operation Scheduling Model of
Agricultural Machinery Based on Particle
Swarm Neural Network

+e traveling salesman problem (TSP) is a typical NP-
complete problem in combinatorial optimization problems.
It means that the distance between n cities and each pair of
cities is given, and each city can be visited only once, and the
shortest path that can return to the departure city is solved.
+is study applies it to the path scheduling of agricultural
machinery, and the traveling salesman problem is shown in
Figure 4(a).

+e vehicle routing problem (VRP) is one of the most
fundamental problems in network optimization. +e
problem is that at a station, M trucks and N customers are
given, where the vehicle capacity is Q, and the demand for
each customer is D. Vehicles depart from the depot for
delivery services and finally return to the depot. It is re-
stricted that all customers are delivered, and each customer

1.Number of initialized iteration.m=0
2.Initialization of the particle velocity
V1m,and position Li,lm
3.initialized the optimal value,update
non-obvious algebra Re=0
4.Initialize REy1=0,REY2=0

Start

Solution for the
velocity variation

probability p

Re=Re+1 Significant
optimal value (O

(m) -O (M-1))

Solving for the example fitness

Select pBest {L} and gBest according to
the corresponding rules

Re=0

No

Save gBest, particle
selection variation

strategy one

Save gBest, particle
selection variation

strategy two
N o

End

No

No

No

No No

P>Pr

m>M m=m+1

Rep1=0
Re=0

�e �ness is calculate,
and the particles with the
worst fitness values are
replaced by the gBest
Update pBest (1) with gBest

�e linear programming
solution L2Lm

Update the particle
velocity Vlm, and position

Li,lm

Rep2=Rep2+1

Rep2=Rep2+1
Rep1=0

Significant
optimal value (O

(m) -O (M-1))

Rer1<Mp1

Rep2>Mp2

Yes
Yes

Yes

Yes

Yes

Variable grouping �e linear
programming
solution L21m

L1={x1,x3t1,y}

L2={x2,x3t2}

f m= X m
c

c

j=1

1
ilf mil

f mz,1

tj

Figure 3: Flow chart of improved particle swarm algorithm and simplex algorithm (IPSO-SIM).
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is delivered at one time, and the vehicle capacity cannot be
exceeded, and the goal is to minimize the total distance of the
delivery route. Figure 4(b) shows the schematic diagram of
the agricultural machinery path problem.

In order to ensure that the difference between the
maximum value and the minimum value of the total field
area in each cluster does not exceed 2000mu (one day’s work
volume), when each field block is added to a certain cluster,
the total work area is calculated. If it is larger than the total
working area, a sacrifice field is ejected. Figure 5 shows the
flow chart of the improved program.

+e agricultural machinery monitoring system mainly
includes three modules: agricultural machinery terminal,
communication network, and dispatching center. +e sys-
tem framework is shown in Figure 6:

+e monitoring center mainly includes three parts:
server, database, and client. Among them, the communi-
cation server is mainly connected with the agricultural
machinery terminal through the GPRS network, and its
main job is to store the received relevant data from the
agricultural machinery terminal in the database and also
send the corresponding scheduling information to the ag-
ricultural machinery terminal. +e web server is connected
to the client through the Internet network, and its main
function is to analyze and respond to the request sent by the
client in time, including extracting the real-time positioning
data of agricultural machinery from the corresponding
database and then returning the data to the client, etc. +e
agricultural machinery dispatching system is shown in
Figure 7(a) and the realized function is shown in Figure 7(b).

To design the communication protocol of the system, the
first step is to analyze the business data flow of the system.
Figure 8 is a system data flow diagram. +e monitoring data
of the system are mainly collected and generated by the
sensor network and the monitoring circuit of the front-end
controller, and the control data are generated by the

(a)

Station

(b)

Figure 4: Research on agricultural path problem. (a) Schematic diagram of the traveling salesman problem. (b) Schematic diagram of
agricultural machinery routing problem.

Results output

Whether the convergence
conditions are reached

Reconculate the centers of
the n clusters

Whether the total area of an
individual cluster exceeds the

specified value

Pop up a little bit
and mark it

All points are traversed, and point is
assigned to a cluster with minimal

distance

Any n nodes are selected
as the initial clustering

center

Figure 5: Program flow chart.

Agricultural
machinery terminal

Agricultural
machinery terminal

Dispatching centre
Satellite

GPRS
network

Figure 6: System framework.
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Figure 7: Agricultural machinery scheduling system. (a) Structure diagram of monitoring center. (b) Functional block diagram.
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Figure 8: System data flow diagram.
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Table 1: Data processing effect of agricultural machinery cooperative operation scheduling system based on particle swarm neural network.

Number Agricultural data processing Number Agricultural data processing Number Agricultural data processing
1 95.02 28 93.81 55 92.12
2 95.18 29 95.45 56 95.67
3 95.52 30 93.75 57 94.64
4 93.71 31 95.67 58 93.59
5 93.89 32 92.36 59 93.97
6 93.29 33 94.97 60 93.65
7 95.60 34 93.28 61 93.86
8 95.87 35 95.99 62 92.82
9 95.23 36 94.80 63 92.69
10 92.83 37 93.18 64 94.00
11 94.64 38 94.87 65 92.32
12 93.92 39 93.01 66 95.68
13 95.24 40 94.90 67 95.23
14 93.02 41 92.87 68 94.03
15 94.72 42 93.87 69 92.18
16 94.21 43 92.89 70 92.91
17 95.16 44 95.13 71 93.07
18 93.59 45 92.05 72 93.21
19 93.32 46 94.25 73 94.39
20 95.60 47 93.79 74 93.43
21 95.72 48 95.57 75 94.09
22 93.59 49 92.71 76 95.65
23 92.17 50 92.86 77 95.46
24 93.57 51 95.14 78 93.34
25 93.13 52 92.93 79 95.28
26 95.80 53 94.24 80 92.08
27 94.36 54 93.86 81 95.98

Table 2: Operation scheduling effect of agricultural machinery cooperative operation scheduling system based on particle swarm neural
network.

Number Collaborative work Number Collaborative work Number Collaborative work
1 88.82 28 87.00 55 88.90
2 88.82 29 83.60 56 86.27
3 82.49 30 86.48 57 89.76
4 88.53 31 87.70 58 82.92
5 88.37 32 84.03 59 88.66
6 86.85 33 89.87 60 83.84
7 87.52 34 84.40 61 82.44
8 81.46 35 89.07 62 86.05
9 82.01 36 89.60 63 87.17
10 90.83 37 81.05 64 81.88
11 86.65 38 81.72 65 86.39
12 85.95 39 82.52 66 90.61
13 90.14 40 88.12 67 90.94
14 85.15 41 85.20 68 85.30
15 86.05 42 84.69 69 85.72
16 83.51 43 89.81 70 80.81
17 82.33 44 87.92 71 84.97
18 90.80 45 86.27 72 86.29
19 80.29 46 86.60 73 82.45
20 82.08 47 87.31 74 81.50
21 85.74 48 90.06 75 83.84
22 81.74 49 80.71 76 82.00
23 87.37 50 88.24 77 88.44
24 85.28 51 81.98 78 86.28
25 81.36 52 87.70 79 85.58
26 90.27 53 87.68 80 80.43
27 85.70 54 80.98 81 86.91
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monitoring center. As the data preprocessing center of the
system, the front-end controller plays the role of a data hub
in the entire monitoring system.

Based on the above research, this study combines the
simulation test to verify the effect of the agricultural ma-
chinery cooperative operation scheduling model based on
the particle swarm neural network constructed in this study.
Moreover, this study counts the agricultural machinery
collaborative data processing effect and operation sched-
uling effect of this system, and the statistical results are
shown in Tables 1 and 2.

From the above research, it can be seen that the co-
operative operation scheduling model of agricultural ma-
chinery based on particle swarm neural network proposed in
this study can play an important role in modern agricultural
planting and effectively improve the efficiency of agricultural
planting.

5. Conclusion

For those who demand agricultural machinery services, such
as contracted land managers and individual farmers, it is
neither realistic nor economical to purchase agricultural
machinery by themselves, but they have an urgent need for
agricultural machinery operations. +e agricultural ma-
chinery service demander publishes its own operation re-
quirements, including constraints on the operation plot,
operation type, and operation time. In the face of a large
number of operational demands, agricultural machinery
service providers combine the existing agricultural ma-
chinery resources to allocate appropriate agricultural ma-
chinery for each farmland operation and plan appropriate
driving routes for each agricultural machinery, so as to
maximize the utilization of resources. +is new agricultural
machinery operation mode derives a new research topic,
namely the agricultural machinery scheduling problem
studied in this article. +is article combines the particle
swarm neural network to study the cooperative operation
scheduling algorithm of agricultural machinery to improve
the cooperative scheduling effect of intelligent agricultural
machinery. +e research shows that the cooperative oper-
ation scheduling model of agricultural machinery based on
particle swarm neural network proposed in this article can
play an important role in modern agricultural planting and
effectively improve the efficiency of agricultural planting.
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