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In order to improve the classi�cation e�ect of the 3D CAD model, this paper combines the knowledge recognition algorithm of
convolutional neural network to construct the 3D CADmodel classi�cation model. Moreover, this paper analyzes the application
of the convolutional neural network algorithm in the classi�cation of 3D CAD models, improves the knowledge recognition
algorithm, and builds the basic structure of the convolutional neural network. In addition, this paper builds an intelligent
recognition model with the support of the improved algorithm, designs experiments to verify the e�ect of this paper, and draws a
visual display statistical graph based on the statistical test results. rough experimental research, it can be known that the 3D
CAD classi�cation model based on the knowledge recognition algorithm of convolutional neural network proposed in this paper
can e�ectively improve the classi�cation e�ect of the CAD model.

1. Introduction

e traditional 3D model classi�cation method is to man-
ually extract the model representation and then complete the
classi�cation of the 3D model. From the perspective of its
characterizationmodel, it can be divided into two categories.
e �rst category is to directly extract the corresponding
descriptors from the model itself, such as generating de-
scriptors on a voxel grid or polygonal grid. e second
category is the use of view-based descriptors to express
models. e principle is to �rst project the 3D model to
obtain a series of useful two-dimensional image information
[1]. e above method is an extraction method designed
manually, which has problems such as strong subjectivity,
poor practicability, and complex extraction process.
erefore, some scholars have begun to consider new ways.
With the development of computer hardware, the concept of
deep learning has emerged. Its principle is to transform the
input signal layer by layer, transform the sample feature
representation into a new high-level feature representation,

and autonomously learn the hierarchical feature represen-
tation of the sample. Compared with the shallow learning
model, the extracted model features are more abstract, and
the classi�cation and retrieval of the model with this abstract
feature is more in line with the human visual system [2].

Product design and manufacturing based on 3D CAD
models have many excellent characteristics, such as visu-
alization, virtualization, and digitization. ese character-
istics make it an indispensable basic carrier in the process of
product design and development for designers. Nowadays,
3D CAD models have become the mainstream auxiliary
means of China’s manufacturing industry [3].

rough investigation and statistical analysis, it is shown
that, in the process of developing new products, about 40%
of the designs will use existing components in the past, and
nearly 40% of the designs will be improvements to existing
designs. 20% of the designs are based on new ideas.
erefore, quickly and accurately classify existing 3D CAD
models and return back similar designs according to user
needs so that designers can reuse models e�ciently. is not
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only saves product production costs but also effectively
reduces development time costs and improves design effi-
ciency. Based on the above, the 3D CAD model retrieval
technology came into being. It can realize the effective and
rapid classification of product CAD model resources by
enterprises and provide a powerful means of expenditure for
the reuse of various product design processes. Since the
classification of industrial CAD models requires a wealth of
professional domain knowledge, in most cases, the classi-
fication work is mainly carried out by engineers. .e process
is very time-consuming and labor-intensive, and such a
monotonous and lengthy manual operation will cause fre-
quent misclassification of models in the classification pro-
cess. Many scholars have conducted research on the model
classification process and have proposed many methods of
automatic classification using computers. Traditional au-
tomatic classification algorithms extract feature descriptors
by designing a certain feature description extraction algo-
rithm by the user and use machine learning algorithms to
complete the automatic classification of the model. How-
ever, due to the complexity of the three-dimensional model
itself, this user-designed feature descriptor extraction al-
gorithm is difficult to completely and accurately capture the
feature information of the three-dimensional model, and its
expression ability is limited; shallow machine learning is due
to insufficient training set and computing power. .e
limitation of the expression effect of functions that are in-
herently difficult to solve has caused their application to
relatively difficult classification problems to be restricted to a
certain extent.

.is paper combines the knowledge recognition algo-
rithm of convolutional neural network to construct the 3D
CAD classificationmodel, improve the classification effect of
3D CAD model, and enhance the work efficiency of in-
dustrial design.

2. Related Work

Literature [4] uses machine learning algorithms to auto-
matically classify entity models. .is method converts the
entity model into a histogram through the shape distribution
and then uses the kNN algorithm for classification, but the
accuracy of the classification is not high..en IP uses surface
curvature and SVM to classify the CAD model. .e four
curvatures of the model are used to calculate into vectors,
and the classification is carried out by support vector ma-
chine. .e experimental results show that the classification
result of the smallest curvature is the most ideal. Literature
[5] combines support vector machine with 3D model, a
semisupervised classification 3D model. In the reform work,
each input data is represented by a mixture of three ei-
genvectors in order to express the three-dimensional body
from different angles. .is method tested 218 three-di-
mensional models and achieved a relatively low error rate.
Literature [6] proposes an automatic selection of appropriate
descriptors to classify 3D models. .is model combines
shape distribution descriptors, sparse theory, and spectral
clustering to achieve the purpose of classifying 3D models.

Literature [7] starts from the surface of the model by
defining the attributes of the surface and the type of the
intersection edge between the surface and the surface,
forming a matrix, constructing the input vector and uses the
multiperceptron learning algorithm to develop a feedfor-
ward neural network that can be used in the field of 3D
model recognition. Literature [8] uses the Kohonen self-
organizing neural network to unsupervised decomposition
of the public ground with cross-features and gives feature
explanations. .is idea is another breakthrough in the
recognition of cross-features of neural networks. In this
method, the way of competitive learning is that different
neurons are sensitive to different features so as to explain the
cross-features. But this method sometimes complicates the
problem and may cause deadlock.

Literature [9] puts forward a new idea of training deep
network, which makes people’s eyes turn back to the
neural network, and believes that the artificial neural
network structure formed by stacking multiple hidden
layers has better feature learning capabilities, and the
features extracted through the network can more essen-
tially describe the data, which is more conducive to data
classification. It also proposed that deep neural network
training will be very complicated in theory and consider
using layerwise pretraining to solve it better. .ese two
views are the essence of deep learning. Nowadays, deep
learning has been developed by leaps and bounds in ap-
plications in many fields. Literature [10] established a huge
deep neural network learning model, which has been
applied to the fields of speech recognition and image
recognition and achieved outstanding results. Literature
[11] applies CNNs to handwriting recognition in the
MNIST database. Using the local receptive field method to
obtain observation features, the obtained features have
nothing to do with translation, scaling, and rotation, and
the effect of handwriting recognition is extremely ideal.
Literature [12] found that deep learning networks can
perform better on audio data. Literature [13] found that
the representation obtained through deep learning has a
better effect on the style classification problem. Literature
[14] established a deeper convolutional neural network to
deal with the problem of image gridding and achieved the
best results so far. Literature [15] uses unprocessed natural
images as the input of deep neural network models for
unsupervised training. Now, the application of deep
learning algorithms is no longer limited to image classi-
fication. In a wider range of visual problems, deep learning
has had a significant impact, such as face recognition,
general object detection, image classification, optical
character recognition, and even applied to games. Liter-
ature [16] established an empirical evaluation model for
video classification based on convolutional neural net-
works and divided 1 million pieces of YouTube video data
into 487 categories. .e single frame, two nonadjacent
frames, adjacent multiple frames, and adjacent frames of
multistage are merged, and the deep convolutional net-
work is used for training. It also pioneered a multi-
resolution network structure that can increase the speed of
convolutional neural network training.
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3. Knowledge Recognition of the Convolutional
Neural Network

Ω is the set of proposition A; that is, Ω � A1, A2, . . . , An .
.e propositions in Ω are finite, complete, and mutually
exclusive. All possible combinations of proposition A
form the power set 2Ω2Ω; that is, 2Ω � Φ, A1 , . . . , An ,

A1 ∪A2 , A1 ∪A2 ∪A3 , . . .}. Under the framework of
identification, the combination of any single proposition
is called single-point evidence, and the combination of
any two or more propositions is called nonsingle-point
evidence.

Definition 1. For any proposition A of the power set, this
paper defines the mapping m: 2Ω ⟶ [0, 1], which satisfies
the condition of formula (1), which is shown as follows:

m(ϕ) � 0,


A⊆Ω

m(A) � 1.

⎧⎪⎪⎨

⎪⎪⎩
(1)

It is said that m is the probability distribution function
on 2Ω, and m(4) is called the basic probability assignment
(BPA) of A, which represents the initial support of prop-
osition A to the source of evidence. If m(A)> 0, then A is
called focal element. .e function of the probability dis-
tribution function is to map any subset A of the identifi-
cation frame to the interval [0,1] to obtain the value m(A).
m(Al) also represents the accurate trust in A, but it is not
clear how to assign the trust to the elements of A. However,
when A�Q, m(A) represents the remaining part after the
trust assignment is performed on each subset of Q, and it is
unknown how to assign this part.

Definition 2. For any proposition A, the sum of the basic
probability distributions corresponding to all subsets in A is
called the Belief function (Bel) of A, which satisfies the
condition of formula (2), as shown as follows [17]:

Bel: 2Ω ⟶ [0, 1],

Bel(A) � 
B⊆A

m(B), A⊆Ω.

⎧⎪⎪⎨

⎪⎪⎩
(2)

Bel(A) is called the trust function or the lower limit
function, which represents all the trust in A. Its value is the
sum of the basic probabilities of all subsets of A. It is easily
obtained from the definition of BPA:

Bel(Φ) � m(Φ) � 0,

Bel(Ω) � 
B⊆A

m(B).

⎧⎪⎪⎨

⎪⎪⎩
(3)

Definition 3. For any proposition A, PI(A) represents the
degree of trust in A not false, which satisfies the condition of
formula (4), as shown as follows [18]:

Pl: 2Ω ⟶ [0, 1],

Pl(A) � 1 − Bel(−A), A⊆Ω.

⎧⎨

⎩ (4)

PI(A) is called the likelihood function (Plausibility
function, PI), also called the upper limit function, which
represents the uncertainty measurement that may hold
for A.

Obviously, Bel(A) and PI(A) have the following rela-
tionship: PI(A) ≥ Bel(A), A⊆Ω. .e uncertainty of A is
represented by PI(A)-Bel(A), and (Bel(A), PI(A)) is called
the confidence interval, as shown in Figure 1.

Figure 1 shows that the trust degree Bel(A) is the lower
bound estimate of the hypothesis trust degree of proposition
A, that is, the minimum value of A’s credibility, which is a
pessimistic estimate. Likelihood PI(A) is the upper limit
estimate of the degree of confidence in the hypothesis of
proposition A, that is, the maximum value of A’s credibility,
which is an optimistic estimate. Table 1 shows some com-
mon confidence intervals.

3.1. Synthesis Rules. We assume that A1 and A2 are the two
propositions in the identification framework 2; then,m1(A1)

and m2(A2) are the two basic probability distributions on
the power set E. According to the DS theory, the fusion rule
of the two pieces of evidence m1 and m2 is defined as follows:

m(ϕ) � 0, A � Φ,

m(A) � (1 − k)
−1


A1 ∩A2 ≡ A

m1 A1( m2 A2( , A≠Φ1.

⎧⎪⎨

⎪⎩

(5)

Among them, k � A1 ∩A2�Φm1(A1)m2(A2). k reflects
the degree of conflict of the evidence, called the conflict
factor. (1 − k)− 1 can avoid assigning the nonzero probability
to the empty set when the evidence is combined, called the
correction factor. By extension, we assume that there are n
propositions on the identification frame Q, and the basic
probability distribution is m; i� 1, 2, . . ., n. .e fusion rule
for any subset A ∈Q2 on the power set 2n is shown in the
following formula:

m(ϕ) � 0, A � Φ,

m(A) � (1 − k)
−1


∩Ai�A


1≤ i≤ n

mi Ai( , A≠Φ1.

⎧⎪⎪⎨

⎪⎪⎩
(6)

Among them, ∩Ai�A1≤i≤nmi(Ai).
.e mathematical formula of the fusion rule shows that

the essence of DS theory is the orthogonal sum of two pieces
of evidence. .erefore, it satisfies the commutative law and
the associative law.

.e commutative law is as follows [19]:

m1⊕m2 � m2⊕m1. (7)

.e law of associativity is

m1⊕m2( ⊕m3 � m1⊕ m2⊕m3( . (8)
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3.2. Decision Rules. After the fusion result is obtained by the
combination rule of DS theory, the decision-making judg-
ment is made according to m(A). Common judgment
methods include BPA-based methods, Bel function-based
methods, and minimum risk-based methods. .e method
based on BPA is widely used. We set any propositions A and
A in the identification framework Q to satisfy the condition
of the formula

m A1(  � max m Ai( , Ai ⊂ Ω ,

m A2(  � max m Ai( , Ai ⊂ Ω, Ai ≠A1 ,

if

m A1(  − m A2( > ε1,

m(Ω)< ε2,

m A1( >m(Ω).

⎧⎪⎪⎨

⎪⎪⎩

(9)

.en, A is the decision result, where z and e are preset
thresholds. .is value is generally set by the expert system or
the worker’s experience value. .is paper sets ε1 � 0.1 and
ε2 � 0.05.

Learning vector quantization (LVQ) neural network is
derived from self-organizing competitive network, which
concentrates on the advantages of competitive response and
supervised learning and makes up for the lack of classifi-
cation labels of self-organizing network. When a certain
vector is sent to the LVQ, the nearest competing layer
neuron is activated, and the state is set to 1, the linear output
layer neuron connected to the activated neuron is also set to

1, and the others are set to 0l77l. .e LVQ neural network
structure is shown in Figure 2.

Among them, p is the R-dimensional input vector, S′ is
the number of neurons in the competition layer, IW is the
connection weight coefficient matrix between the input layer
and the competition layer, n is the input of the neurons in
the competition layer, a’ is the output of neurons in the
competitive layer, LW2 is the connection weight coefficient
matrix between the competition layer and the linear output
layer, n2 is the input of the neuron in the linear output layer,
and a2 is the output of the neuron in the linear output layer.

.ere are two commonly used algorithms in LVQ
networks.

3.2.1. .e LVQ1 Algorithm. .e LVQ1 algorithm calculates
the distance between the initial weight and the input vector,
selects the closest competing layer neuron, and activates it,
thereby correlating the corresponding linear output layer
neuron. If the label of the input vector is the same as the label
corresponding to the linear output layer, the network weight
is adjusted to the input direction; otherwise, it is adjusted in
the reverse direction. .e specific steps are as follows [20]:

Step 1. .e algorithm initializes the network weight wij and
the learning rate η(η> 0) randomly.

Step 2. .e algorithm sends the input vector x � (x1, x2,

. . . , xn)T to the input layer and calculates the distance di.

di �

������������



n

j�1
xj − wij 

2




. (10)

Step 3. .e algorithm selects the nearest competing layer
neuron. If di is the smallest, set the category information of
the output layer neuron connected to it as Ci.

Step 4. .e algorithm records the category information of
the input vector as Cx. If Cx � Ci, use formula (11) to update
the weight, as shown as follows:

wij−new � wij−old + η x − wij−old . (11)

Otherwise, the algorithm adopts formula (12) to adjust
the weight.

wij−new � wij−old − η x − wij−old . (12)

Step 5. .e algorithm judges whether it meets the preset
termination conditions. If it matches, the algorithm ter-
minates; otherwise, it returns to the second step to continue
to update the network weight.

3.2.2. .e LVQ2 Algorithm. In the ILVQI algorithm, only
one neuron that wins the competition can adjust the weight.
In order to improve the classification and recognition rate of
the network, LVQ2 introduces the second-winning neuron,

O Bel (A) Pl (A) 1

Trust interval

Supporting the evidence
interval

Rejecting the evidence
interval

Confidence interval

Figure 1: .e confidence interval of proposition A.

Table 1: Common confidence intervals.

Evidence interval Explanation
[1, 1] Totally true
[0, 0] Totally fake
[0, 1] Totally ignorant
[Bel,1], where 0<Bel< 1 Tends to support
[0.PI], where 0<PI< 1 Tends to rebut
[Bel,PI], where 0<Bel≤PI< 1 Tend to support and rebut
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and the weights of the winning and the second-winning
neuron will be adjusted. .e specific steps are as follows:

Step 6. .e algorithm sends the input vector
x � (x1, x2, . . . , xn)T to the input layer and calculates the
distance.

Step 7. .e algorithm selects the closest two competing layer
neurons i and j.

Step 8. If ü and j meet the following requirements, then we
have the following:

① Neurons i and j correspond to different labels;
② .e distances d and d between neurons i and j and the

current input vector meet the requirements of

min
di

dj

,
dj

di

 > ρ. (13)

Among them, p is the width of the window close to the
midsection plane of the two vectors that the input vector
may fall into, generally taking 2/3 up and down. .en, we
have the following.

If the label Ci corresponding to the neuron i is the same
as the label of the input vector Cx, that is, Cx � Ci, the
weights of i and j are updated according to the following
formula:

wij−new � wij−old + η x − wij−old ,

wij−new � wij−old − η x − wij−old .

⎧⎪⎨

⎪⎩
(14)

If the label Cj corresponding to the neuron j is the same
as the label Cx of the input vector, that is, Cj � Cx, the
weights of i and j are updated according to [21]

R
S1 S2

IW1.1
LW2.1

P

R*1

n1

S1*1 S1*1

a1

S2*1

n2 a2

S2*1

Input layer Competition layer Liner output layer

n1 = //IW1.1-P//

IW1.1

a1 = compet (n1)

n2 = LW2.1a1 a2 = purelin (n2)

Figure 2: LVQ neural network structure.

ID A1 A2 A3 Category
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ID A1 A2 A3 Category

1 Y 150 L N

2 N 125 S N

3 Y 300 L Y

4 N 450 M N

Learning
algorithm

Learning
model

Application
model

Training set (known class tags)

Training set (unknown class tags)

Induction
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model

Ratiocination

Figure 3: .e basic idea of classification.
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Figure 4: A typical CNN network structure.
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wi−new � wj−old − η x − wi−old( ,

wj−new � wj−old + η x − wj−old .

⎧⎪⎨

⎪⎩
(15)

Step 9. If the neurons i and j do not meet the requirements
of the third step, the algorithm only modifies the weights of
the competing neurons, and the update formula is the same
as the LNQI algorithm.

Decision tree is a commonly used classification method
in data mining. It predicts and classifies a large number of
samples according to certain intentions and hopes to find
some information that has reference value for decision-
makers. It is a kind of supervised learning; that is, given a
bunch of samples, they have a set of attributes and a clear
class label in advance by learning these samples to create a
classifier so that it can make correct classification judgments
for the newly added samples. .e classification process
generally includes two steps: model construction and pre-
diction application. Taking Figure 3 as an example, the
training set has 4 samples of known categories. .rough the
induction of the training set, a classification model (in-
duction) is established, and the test set is predicted (infer-
ence) based on the built model.

Entropy is a common indicator used to measure the
purity of sample data. If the uncertainty of the information is
greater, the possibility of various situations is greater, and
the value of entropy is greater. .e mathematical definition
is shown in the following formula:

entropy(S) � 
c

i�1
− pilog2pi. (16)

Among them, S is the sample set, c is the total number of
characteristic attributes, and p is the probability of occur-
rence of the sample event.

Information gain refers to the change in entropy before
and after information division, that is, the expected entropy
reduction caused by using a certain attribute A to divide the
sample. .is is the difference between the original infor-
mation entropy and the information entropy after the at-
tribute A divides the sample S. .e mathematical definition
is shown in the following formula:

gain(S, A) � entropy(S) − 
v∈Valyes(A)

Sv




|S|
entropy Sv( . (17)

Among them, A is a characteristic attribute, Values(A) is
the value range of characteristic attribute A, and Sv is a
collection of examples in S whose attribute A is v.

Split Information metric is the number and size infor-
mation of the branch when a certain attribute is considered
for splitting. It is called the intrinsic information of the
attribute. .e mathematical definition is shown in the fol-
lowing formula:

split information(S, A) � − 
c

i�1

Sv




|S|
log2

Sv




|S|
. (18)

Information gain ratio is the ratio of information gain to
intrinsic information. We suppose that the sample set s is
divided into c subsets according to c different values of the
discrete attributes, and the information gain rate of these
subsets is shown in the following formula:

gain ratio(S, A) �
gain(S, A)

split information(S, A)
. (19)

Before the nonleaf nodes of the decision tree are split, the
information gain rate of each feature attribute is first cal-
culated, and the attribute with the largest information gain
rate is selected as the split node. .e greater the information
gain rate, the stronger the ability to distinguish samples and
the more representative it is. .is is a top-down greedy

1 0 0 0 0 1

1 1 0 0 1 0

0 0 1 1 0 0

1 0 0 0 1 0

0 1 0 0 1 0

0 0 1 0 1 0

3 –1 –3 –1

–3 1 0 –3

–3 –3 0 1

3 –2 –2 –1

–1 –1 –1 –1

–1 –1 –2 1

–1 –1 –2 1

–1 0 –4 3

1 –1 –1

–1

–1

–1

–1

1

1

1

1

1

–1

–1

–1

–1

–1

–1

Input 6*6
Filter 1:3*3

Filter 2:3*3

Feature map1:4*4

Feature map2:4*4

Figure 5: Example of the convolution process of the convolution kernel.
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strategy. .e decision tree model in the article is constructed
using the C4.5 algorithm.

A typical CNN network includes convolution layer,
pooling layer, and fully connected layer, and its network
structure is shown in Figure 4.

(1) Input Layer⟶ Convolutional Layer. We assume that the
input is a 6× 6 image and use two 3× 3 convolution kernels
(filter) for convolution, and the stride is set to 1 to obtain two
4× 4 feature maps, as shown in Figure 5.

.e image is input into the CNN, and the feature map is
obtained after the convolutional layer. Feature map size
calculation method is as follows: [Input size− Filter size]/
Stride + 1. Taking Filter 1 as an example, as shown in Fig-
ure 6, stride� l, the size of the calculated feature map is 4× 4,
and the F11 input of the first neuron is as follows:

netF11
� conv(input, filter),

netF11
� I11∗F11 + I12∗F12 + I13∗F13

+I21∗F21 + I22∗F22 + I23∗F23 + I31∗F31
+I32∗F32 + I33∗F33 � 3. (20)

.e output of the neuron is as follows (using the ReLU
activation function):

I11 I12 I13 I14 I15 I16

F11 F12 F13 F14

f11 f12 f13

I21 I22 I23 I24 I25 I26

F21 F22 F23 F24

f21 f22 f23

I31 I32 I33 I34 I35 I36

F31 F32 F33 F34
I41 I42 I43 I44 I45 I46

I51 I52 I53 I54 I55 I56

I61 I62 I63 I64 I65 I66

F41 F42 F43 F44

f31 f32 f33

Input 6*6
Filter 1:3*3

Feature map:4*4

Transvection

Figure 6: .e convolution process of the convolution kernel.
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Input X

Max-polling

Output Y

0.3 0.2 0.5 0.6

1/4 1/4 1/41/4

0.4

Input X

Max-polling

Output Y

Figure 7: Two commonly used pooling operations.
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3 –1 –3 –1

–3 1 0 –3
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3 –2 –2 –1

3 0

3 1

Feature map1:4*4

Feature map2:4*4

Max
pooling

2*2

Max
pooling

2*2

Figure 8: Maximum pooling operation case.
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OUTF11
� activators netF11

  � max 0, netF11
  � 3. (21)

After the convolution operation, the activation function
performs a nonlinear transformation on the output of the
convolution layer to enhance the expressive ability of the
model. It retains and maps the features of activated neurons
through the function, which is the key to solving nonlinear
problems.

(2) Convolutional Layer⟶ Pooling Layer. Pooling usually
has two forms: mean pooling and max pooling. In essence,
they are both a special convolution process, as shown in
Figure 7.

In the maximum pooling convolution kernel, only one of
the weights is 1, and the rest are 0. .e position of 1 in the
convolution kernel corresponds to the position where the
part of input covered by the convolution kernel has the
largest value. .e sliding step of the convolution kernel in
the original input is 2, which is equivalent to reducing the
original input to 1/4 of the original and retaining the
strongest input in each 2× 2 area.

Each weight in the mean pooling convolution kernel is
0.25, and the sliding step of the convolution kernel in the
original input is 2, which is equivalent to reducing the
original input to 1/4 of the original.

On the basis of Figure 5, it performs a 2× 2 maximum
poolingoperation,stride� 2,andtheresult isshowninFigure8.

.e purpose of the pooling layer is mainly to compress
pictures and reduce parameters without affecting the quality

0 0 0 0 0 1

0 1 0 0 1 0

0 1 1 1 0 0

0 0 0 0 1 0

0 1 0 0 1 0
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1 –1 1

1 –1 –1

1 –1 –1

–3 –1 –1 2

–4 1 –2 3

–1 0 –2 3

–1 1 –2 2

Filter

Convolution

feature map 4*4

4*4 image

After zero padding:6*6

Original picture

Figure 9: Zero-padding operation case.
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Figure 10: Flatten process.

Output
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ReLU
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Figure 11: Schematic diagram of fully connected layer. Commonly
used model performance indicators include accuracy (Accuracy),
precision (Precision), recall (Recall), and Fl value.

Figure 12: Example of CAD model library.
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of the input image through downsampling. A convolution
kernel and a subsampling constitute the unique feature
extractor of CNN. Different convolution kernels extract
different features. In the two convolution kernel filters in
Figure 5, one is responsible for extracting features in the
diagonal direction, and the other is responsible for
extracting features in the vertical direction. After it executes
max pooling, it obtains the value that can really identify the
feature, and the rest is discarded. In the subsequent calcu-
lation, the size of the feature map is reduced, and the amount
of model calculation is reduced.

Figure 9 shows a case of zero-padding operation.

(3) Pooling Layer⟶ Fully Connected Layer. .e output of
pooling is sent to the flatten layer to “flatten” all elements as
the input of the fully connected layer, as shown in Figure 10.

(4) Fully Connected Layer⟶Output Layer. .e connection
method of the fully connected layer to the output layer is the
same as that of the traditional neural network. .e specific
method is to first flatten the output of the pooling layer into a
one-dimensional vector, send it to the fully connected layer,
and then fully connect with the output layer. Among them,
the ReLU function is used as the activation function of the
hidden layer, and the SoftMax function is used as the ac-
tivation function of the output layer. Its purpose is to
normalize the output result. For the model classification
problem, the input neuron is trained to output the proba-
bility value of 1 after the model is trained, as shown in
Figure 11.

(1) ConfusionMatrix. We assume that there are only two
types of classification targets: positive, represented
by 1, and negative, represented by 0. .ey are the
results of the model. .en, there are
True Positives (TP), which is the number of samples
that are correctly classified as positive; False Positives
(FP), which is the number of samples that are in-
correctly classified as positive; False Negatives (FN),
which is the number of samples that are incorrectly

classified as negative examples; True Negatives (TM),
which is the number of samples that are correctly
classified as negative examples.

(2) Evaluation Index.

① Accuracy is the most common evaluation index,
reflecting the overall performance of the model. It
can judge positive as positive and negative as
negative. Generally speaking, the higher the
correct rate, the better the model performance.

Accuracy �
(TP + TN)

(TP + FP + TN + FN)
. (22)

.e opposite of the correct rate is the error rate,
which describes the proportion of samples that
are misclassified by the model. For instance,
correct classification and wrong classification
are mutually exclusive; that is, error rate� 1−

Accuracy.
② Precision is a measure of accuracy, which refers

to the degree of agreement between the predicted
value and the true value, that is, the ratio of the
number of correct positive cases to the total
number of positive cases predicted.

Precision �
TP

(TP + FP)
. (23)

③ Recall, also known as “recall rate,” is a measure of
coverage, that is, the ratio of the number of
positive cases predicted to the number of true
positive cases.

Recall �
TP

(TP + FN)
. (24)

④ F1 score refers to the harmonic mean value of
precision rate and recall rate. Generally speaking,
the accuracy rate and the recall rate reflect the
model performance from two perspectives, and

Network
part One

Network
part Two

Network
part Three

Network
part Four

Chair 
Plane
Table

...

...
Sofa

Classes

Probability
vector 

Figure 13: 3D CAD classification model based on knowledge recognition algorithm of convolutional neural network.
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the overall performance of the model cannot be
comprehensively measured based on a certain
index alone. In order to balance the influence of
the two, F1 score is introduced as a compre-
hensive index to comprehensively evaluate the
performance of the model.

F1 − Score �
(2∗Precision∗Recall)

(Precision + Recall)
. (25)

⑤ Sensitivity, also known as True Positive Tate
(TPR), is a measure of the model’s ability to
discriminate positive examples, which represents

the proportion of all positive examples that are
correctly classified.

Sensitivity �
TP

(TP + FN)
. (26)

False Positive Rate (FPR) is a measure of the pro-
portion of negative cases that the model incorrectly
judges as positive; that is, FPR � FP/(FP+TN).

⑥ Specificity, also known as True Negative Rate
(TNR), is a measure of the model’s ability to
discriminate negative samples, which represents
the proportion of all negative cases that are
correctly classified.

Specificity �
TN

(FP + TN)
� 1 − FPR. (27)

In fact, the sensitivity is the recall rate, and the
specificity is 1 FPR.

⑦ Other indicators include the following:

Calculation speed: it is the time spent on model training
and prediction.

Robustness: it is the ability of the model to deal with
missing values and outliers.

Scalability: it is the ability of the model to handle large
datasets.

Interpretability: it is the comprehensibility of the model
prediction standard.

4. 3D CAD Classification Model Based on
Knowledge Recognition Algorithm of
Convolutional Neural Network

.e models in the TracePartsOnline model library are from
many manufacturing and processing industries around the

Table 2: Classification effect of 3D CAD model based on
knowledge recognition algorithm of convolutional neural network.

No. CAD classification effect
1 95.17
2 87.12
3 94.61
4 85.77
5 93.88
6 93.60
7 92.56
8 92.07
9 90.71
10 88.07
11 86.11
12 96.23
13 96.22
14 95.43
15 89.75
16 91.31
17 92.57
18 94.65
19 90.54
20 87.68
21 89.93
22 89.79
23 88.27
24 88.55
25 90.71
26 93.99
27 92.49
28 93.24
29 84.35
30 87.69
31 90.39
32 92.01
33 89.05
34 94.89
35 92.72
36 92.15
37 88.42
38 93.93
39 88.43
40 88.25
41 87.39
42 90.28
43 87.22
44 92.67
45 92.59
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Figure 14: .e statistical diagram of the classification effect of the
3D CAD model based on the knowledge recognition algorithm of
convolutional neural network.
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world and are created by experienced engineers..e data in the
entire database is divided into three parts: training set, label set,
and test set, and 1430, 278, and 278 data samples are allocated,
respectively. .e training set and label set are used to generate
the weights and biases of the deep neural network, and the test
set is used to evaluate the learning effect. Figure 12 shows a
small number of models from the 3D CAD model database.

.e CNN model consists of 5 convolutional layers
(Conv1, Conv2, Conv3, Conv4, and Conv5), 3 maximum
pooling layers (MaxPool1, MaxPool2, and MaxPool3), a
view pooling layer (ViewPool), and two fully connected
layers (Fc6 and Fc7), and a SoftMax classification layer.
According to different functions, our CNN model is divided
into four parts, as shown in Figure 13.

On the basis of the above model research, the progress of
the model proposed in this paper can be verified, the
classification effect of the 3D CADmodel is counted, and the
results are shown in Table 2 and Figure 14.

It can be seen from the above research that the 3D CAD
classification model based on the knowledge recognition
algorithm of convolutional neural network proposed in this
paper can play an important role in 3D CAD classification
and effectively improve the classification effect of CAD
models.

5. Conclusion

Since the classification of industrial CAD models requires a
wealth of professional domain knowledge, in most cases, the
classification work is mainly carried out by engineers.
Traditional automatic classification algorithms extract fea-
ture descriptors by designing a certain feature description
extraction algorithm by the user and use machine learning
algorithms to complete the automatic classification of the
model. However, due to the complexity of the 3D model
itself, this user-designed feature descriptor extraction al-
gorithm is difficult to completely and accurately capture the
feature information of the 3D model, and its expression
ability is limited. Shallow machine learning has the disad-
vantage of restricting the expression effect of functions that
are inherently difficult to solve due to insufficient training set
and computing power. .is paper combines the knowledge
recognition algorithm of convolutional neural network to
construct the 3D CAD classification model, improve the
classification effect of 3D CADmodel, and enhance the work
efficiency of industrial design. .e experimental research
results show that the 3D CAD classification model based on
the knowledge recognition algorithm of convolutional neural
network proposed in this paper can effectively improve the
classification effect of the CAD model.
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design of automotive ball joint based on variable design
methodology using knowledge and feature-based computer
assisted 3d modelling,” Engineering Applications of Artificial
Intelligence, vol. 66, no. nov, pp. 87–103, 2017.

[4] M. Mcharek, T. Azib, M. Hammadi, C. Larouci, and
J.-Y. Choley, “Multiphysical design approach for automotive
electronic throttle body,” IEEE Transactions on Industrial
Electronics, vol. 67, no. 8, pp. 6752–6761, 2020.

[5] Y. Xie, G. Zeng, R. Kurachi, X. Peng, G. Xie, and H. Takada,
“Balancing bandwidth utilization and interrupts: two heu-
ristic algorithms for the optimized design of automotive cps,”
IEEE Transactions on Industrial Informatics, vol. 16, no. 4,
pp. 2382–2392, 2020.

[6] J. P. Trovao, “Digital transformation, systemic design, and
automotive electronics [automotive electronics],” IEEE Ve-
hicular Technology Magazine, vol. 15, no. 2, pp. 149–159, 2020.

[7] K. Rohde-Brandenburger and C. Koffler, “Commentary on
’correction to: on the calculation of fuel savings through
lightweight design in automotive life cycle assessments’ by
koffler and rohde-brandeburger (2018),” International Jour-
nal of Life Cycle Assessment, vol. 24, no. 3, pp. 397–399, 2019.

[8] E. Di Pasquale and D. Coutellier, “Wave propagation in head
on bonnet impact: material and design issues,” International
Journal of Automotive Technology, vol. 18, no. 4, pp. 631–642,
2017.
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