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In order to improve the accuracy of medium and long-term load forecasting in the new normal economy, this paper combines the
PSO-optimized twin support vector machine to build a medium and long-term load forecasting model under the background of
the new normal economy. Moreover, this paper uses the algorithm to debug the �lter and studies the accurate prediction of the
�ne model by the progressive spatial mapping algorithm and the processing of the data by the vector �tting algorithm. In addition,
this paper combines the PSO algorithm to optimize the twin support vector machine, constructs the optimized algorithm
according to the �ow chart, and applies it to the medium and long-term load forecasting under the background of a new normal
economy. e experimental results verify that the PSO-optimized twin support vector machine has a very good application e�ect
in medium and long-term load forecasting under the background of the new normal economy.

1. Introduction

e new driving force of economic growth refers to the new
factors required to meet the new economic growth model.
First, looking at the new driving force of economic growth
from the perspective of supply, according to the long-term
growth theory, the fundamental driving force for the ex-
pansion of production capacity lies in the growth of factor
input and the improvement of production technology. As
the economy enters the later stage of industrialization, the
amount of labor and investment e�ciency drops signi�-
cantly [1]. e new driving force in the supply side of the
new stage mainly comes from the improvement of pro-
duction e�ciency, that is, to improve production e�ciency
by improving the quality of human capital and promoting
the optimal allocation of factors through reform. Second,
looking at the new driving force of economic growth from
the perspective of demand, in the short term, the direct
driving force for economic growth is the increase in

aggregate demand. e main features of the later stage of
industrialization are that the potential for investment growth
has declined signi�cantly, traditional comparative advan-
tages have been weakened, and the space for rapid export
growth has narrowed. Moreover, the stimulating e�ect of
investment and exports on economic growth has weakened
[2]. At this time, consumption has replaced it as the main
driving force for economic growth. With the more diver-
si�ed consumption patterns, residents’ consumption has
entered the stage of “development-oriented” and “enjoy-
ment-oriented” new consumption patterns. is level of
consumption prolongs the life cycle of consumption hot-
spots and promotes related consumption to maintain good
growth and sustainability. In addition, emerging industries
such as information networks, new energy, new materials,
biomedicine, energy conservation, and environmental
protection will promote the formation of new industrial
chains and consumer demand. In addition, some emerging
products such as new energy vehicles, smart home
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appliances, energy-saving, and environmentally friendly
products occupy the consumer market on a large scale, and
these emerging industries and new products will become
new driving forces for future economic growth [3].

People from all walks of life have paid attention to the
proposal of the new economic phenomenon, describing the
characteristics of the new economy as taking information
technology as the basis for economic development,
knowledge as the main driving force for economic growth,
and the Internet as a production tool [4]. Networking the
economy is at the heart of the new economy. Networking the
economy means: First, the networking here does not refer to
the networking of information technology, but refers to
some industries formed through the network, such as the
e-commerce industry, and also includes some network
equipment, network products, and network services; second,
this kind of network can link the economic activities of
scattered individuals and even the whole society together
and under this condition, the economic operation mecha-
nism and method become more perfect; third, this kind of
network can use new. -e technology realizes the arming
and transformation of traditional industries [5].

Market investment entities began to calm down about
investing in fixed assets, and the pace of investment grad-
ually slowed down. -is behavior will lead to a continuous
downward trend in the overall economic growth rate [6].
Consumption-oriented investors will be affected by the
decline in income growth and asset depreciation, which
directly reduces their enthusiasm for consumption; pro-
duction-oriented investors are faced with operating diffi-
culties of declining returns or even losses, and they tend to
invest conservatively, that is, reduce investment or stop
directly. -is behavior will inevitably restrict the investment
in research and development of high-tech, and indirectly
restrict the development of the overall industry [7].

Due to the increased pressure of competition among
banks after the central bank lowered interest rates and in-
creased the floating range of deposit and loan interest rates
under the new normal of the economy,many large banks have
made relatively large profit concessions to maintain their
original advantages or go further. -is has had a huge impact
on the city banks, which originally had an interest rate ad-
vantage. However, despite such a big change in the status quo
that is conducive to investment, the overall housing loan level
has not increased, and it remains low. Obtaining a loan is a
necessary condition for the better development of many
enterprises, but the credit rules of the bankmake it impossible
for urgently needed enterprises to obtain loans, and such
enterprises are often high-tech enterprises [8]. Many high-
tech enterprises are in the development stage, and they are
generally small-scale private enterprises, and these enterprises
generally do not meet the loan conditions of banks, so their
development is greatly restricted [9].

Under the new economic normal, the economic devel-
opment of enterprises is required to shift from extensive
growth based on speed to intensive growth based on quality
and efficiency. As the new normal of the economy, the
innovation-driven high-tech industry needs to further im-
prove its innovation efficiency and achieve stable and

efficient economic growth [10]. -ere are many industrial
manufacturing industries in the high-tech industry, and
many enterprises have achieved greater benefits by relying
on extensive energy growth because relying on energy can
achieve rapid economic growth with low costs, which is
determined by the national conditions at that time. How-
ever, under the new economic normal, production methods
must be changed, production innovation must be changed,
and the past practice of obtaining benefits driven by cheap
labor and cheap energymust be changed, otherwise, it will be
eliminated by the new economic situation [11]. -e previous
economic growth based on extensive growth is no longer
suitable. We have begun to make great efforts to rectify
environmental protection. Polluting companies and com-
panies with excessive emissions will be punished with heavy
penalties. In this way, relying on cheap energy to achieve
growth became the past tense. -erefore, the high-tech
industry must transform into quality and efficiency-inten-
sive type, so as to realize the production and development of
enterprises under the new economic normal [12].

Reference [13] uses a two-stage DEAmodel to analyze the
efficiency values of eleven regions in Zhejiang and finds that
the distance between them is not small; reference [14] in-
novatively establishes a constrained SFA method and opti-
mizes the calculation method of efficiency value; reference
[15] uses the DEA method to analyze the water resources.
Literature [16] found through the two-stage DEAmodel study
that when a company carried out a large number of inno-
vations, the company’s output and income were greatly
improved; literature [17] used a two-stage model to analyze
the industry efficiency of nearly 100 countries around the
world. It is concluded that whether the size of the enterprise is
appropriate can greatly improve the innovation efficiency of
the enterprise. -ree-stage DEA: although the second-stage
DEA can calculate the technical efficiency value more ac-
curately, but it is not accurate enough for the model with
environmental variables, which will produce large deviations.
-erefore, the three-stage DEA model is more and more
popular among scholars concern. Reference [18] analyzed a
number of manufacturing enterprises through the three-stage
DEA method, and concluded that the technical efficiency of
these companies was in a period of continuous improvement;
Reference [19] focused on analyzing the operating efficiency
of enterprises, and calculated the various lowAccording to the
land conversion efficiency, and taking environmental vari-
ables and random errors into account, it is concluded that the
land transfer efficiency is already in a relatively good stage.

-is paper combines the PSO-optimized twin support
vector machine to construct a medium and long-term load
forecasting model under the background of the new normal
economy, which provides a better forecasting effect for
subsequent economic development.

2. IntelligentProcessingAlgorithmofEconomic
Load Data

2.1. Filter Space. -e progressive space mapping algorithm
simulates two different models, one is a roughmodel and the
other is an accurate model (usually empirical circuit
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simulation), and the progressive space mapping algorithm
combines the speed of the two models. -e extraction of
parameters is the key to the progressive spatial mapping
algorithm. In the process, coarse parameters that match the
precise model response are obtained.

We assume that there is a spatial mapping R between the
coarse model parameters and the precise model parameters.

xc � P xf . (1)

In the formula, xc is the parameter of the rough model,
and xf is the parameter of the precise model.

-e responses in the coarse model space and the precise
model space are matched:

Rc P xf   ≈ Rf xf . (2)

In the formula, Rc is the coarse model response, and Rf is
the precise model response.

-e Jacobian matrix of the spatial map P in (1) can be
defined as:

JP � JP xf  �
zPT

zxf

 

T

�
zT

c

zxf

 

T

. (3)

-e Jacobian matrix of R is approximated by a matrix B
of the same order, namely, B ≈ JP(xf).

It can be known from formula (2) that:

Jf ≈ JcB. (4)

In the formula, Jf is the Jacobian matrix of the exact
model response design parameters and Jf is the Jacobian
matrix of the rough model response design parameters.
From formula (4), it can be known that the expression of
matrix B is:

B � J
T
c Jc 

−1
J

T
c Jf. (5)

Matrix B is the matrix of the variation of the asymptotic
spacemapping algorithm combining the velocities of the two
models.

We assume that the error vector at the j-th iteration
process is evaluated as follows:

f
(i)

� f
(i)

x
j

f  � P
(j)

x
j

f  − x
∗
c . (6)

In the formula, x∗c is the optimal solution of the rough
space, and B(j) in formula (6) can be obtained indirectly
through the parameter extraction process, that is, it is
replaced by x

(j)
c . -e quasi–Newton step size h(j) of the exact

model space is obtained by formula.

B
(j)

h
(j)

� −f
(j)

. (7)

When B(j) is substituted into formula (7) to calculate the
next iteration step h(j), the exact model parameters of the
next iteration are as follows:

x
(j+1)

f � x
(j)

f + h
(j)

. (8)

If the error vector ‖f(j)‖ is small enough, the algorithm
ends the iteration, and the approximate result of
xf � P−1(x∗c ) and the mapping matrix B are obtained,
otherwise, the abovementioned iterative process is repeated
until the algorithm converges.

During the computer-aided debugging process, the ex-
traction of parameters is crucial for the convergence of the
progressive space mapping algorithm. If the parameters
cannot be extracted correctly, the asymptotic space mapping
algorithm cannot converge, resulting in the inability to
correctly extract the parameters of the fine model, resulting
in nonconvergence of iterations.-e reason for choosing the
vector fitting method for parameter extraction is that the
rational fraction form of the admittance parameter Y of the
two-port network is consistent with the form of the research
function of the vector fitting method, and the vector fitting
method has a fast convergence rate. -e functional form of
the vector fitting method is as follows:

f(s) �
ans

n
+ an−1s

n−1
+ a1s + a0

bns
n

+ bn−1s
n−1

+ b1s + b0
. (9)

Since the order of the numerator in Formula (9) is not
greater than the order of the denominator, it can be ap-
proximated as:

f(s) � d + sh + 
N

n�1

cn

s − an

. (10)

Among them, an is the pole of the rational fraction, cn is
the residue of the rational fraction, d and h are constants,
and s � jω is the frequency domain variable. -e coefficients
of the numerator and denominator in the rational fraction
f(s) are solved:

(1) To find the poles, given a set of initial poles an,
perform functional σ(s) processing on both sides of
(10) to obtain:

σ(s)f(s)

σ(s)

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦ � d + sh + 
N

n�1

cn

s − an

1 + 
N

n�1

cn

s − an

⎡⎣ ⎤⎦. (11)

Multiplying the second row on both sides of formula
(11) by f(s) at the same time, we get:

σ(s)f(s) � d + sh + 

N

n�1

cn

s − an

⎛⎝ ⎞⎠ ≈ 1 + 

N

n�1

cn

s − an

⎛⎝ ⎞⎠f(s).

(12)

When a set of f(s) sampling values is selected and
substituted into (12), it can be seen that the equation
is a linear equation about the unknowns, and an
overdetermined linear matrix equation can be
constructed:

Ax � b. (13)

Advances in Multimedia 3



Only positive frequencies are used in the fitting
process. In order to maintain consistency, it is
necessary to use real numbers to represent formula
(13):

A′

A′′
⎡⎣ ⎤⎦ �

b′

b′′
⎡⎣ ⎤⎦. (14)

When solving the complex number domain, it is
necessary to replace an in (12) with a, and multiply
the right side of the equal sign to get:

d + sh + 
N

n�1

cn

s − an

⎛⎝ ⎞⎠ · 
N

n�1

cn

s − an

⎛⎝ ⎞⎠f(s) � f(s). (15)

At the frequency point sk, formula (13) can be written
as formula:

Akx � bk. (16)

Among them, x is composed of unknown quantities,
and all the unknown quantities in formula (16) can
be obtained by solving x. At the same time, formula
(12) is rewritten into the form of formula.

(σf)fit(s) ≈ σfit(s)f(s). (17)

-en, f(s) can be approximated as:

f(s) ≈
(σf)fit(s)

σfit(s)
. (18)

(σf)fit(s) and σfit(s) are expanded into:

(σf)fit(s) � h


N+1
n�1 s − zn

∐N
n�1s − an, σfit(s) �


N+1
n�1 s − zn

∐N
n�1s − an

(19)

Substituting formula (18) into formula (17), we get:

f(s) ≈
(σf)fit(s)

σfit(s)
�
∐N+1

n�1 s − zn

∐N
n�1s − zn

. (20)

It can be known from formula (19) that the pole of
f(s) is the same as the zero point of σfit(s), and the
zero point of f(s) is the same as the zero point of
(σf)fit(s). At the same time, it should be noted that
the initial poles of σfit(s) and (σf)fit(s) are the
same. In the process of elimination, the starting poles
of the two respective functions will cancel each other,
so by calculating the zeros of σfit(s), a better set of
poles of the original function f(s) can be fitted.

(2) Solving the zero point of σfit(s).

After solving formula (16) to obtain c, the zero point of
σfit(s) is equal to the eigenvalue of matrix H:

H � A − bc
T
. (21)

In the formula,A is a diagonal matrix composed of initial
poles, b is a column vector whose elements are all 1, cT is a

row vector composed of the residue of σfit(s), and the
unknown parameters are obtained in formula (14). In
Formula (21), its submatrix is modified into formula (22) by
similarity transformation, so that the matrix H becomes a
real matrix so that its complex eigenvalues are obtained as
complete complex conjugate pairs.

A �
a′ a″

−a′ a′
⎡⎣ ⎤⎦,

b �
2

0
 ,

c � c′ c″ .

(22)

After solving σfit(s) to get its zero, it is used as the pole of
f(s) to reiteratively calculate until the exact pole is found.

2.2. Multi-Objective Particle Swarm Optimization Algorithm.
-e multi-objective particle swarm will eventually form a
Pareto optimal set. -erefore, in the realization of the
program, additional storage space for storing the Pareto
optimal set must be added on the basis of the single-objective
particle swarm. Moreover, the space capacity cannot store
only one particle (the solution to the optimization problem),
but several or dozens of particles. -e reason is that there is
not only one solution in the Pareto optimal set but a set of
noninferior solutions. For convenience, the population size
of two particles (the actual population size is much larger
than two) is used to illustrate the difference between single-
objective particle swarm optimization and multi-objective
particle swarm optimization, as shown in Figure 1:

In the multi-objective particle swarm algorithm, the
global memory bank is the Pareto optimal set to be formed
eventually. After each particle update position, it is necessary
to judge whether the new position can enter the individual
memory bank and the global memory bank. For example,
after updating the position of particle No. 1, it needs to be
compared with each particle in the individual memory bank
of No. 1 particle (the abovementioned example is an indi-
vidual memory bank with 5 storage units, and at most 5
comparisons are required) to judge (the criterion for
judgment is Pareto domination) whether the new position
can enter the individual memory bank of particle 1. If it is
possible to enter, it is necessary to further judge whether the
individual memory bank of No. 1 particle is full. If it is not
full, the particles enter directly. If it is full, it is necessary to
judge the location of the particle again according to the
corresponding criterion, and finally complete the update of
the individual memory bank of No. 1 particle. We can find
that in the process of updating the memory position of
individual particles, each particle has to perform tedious
comparison steps, and the tedious degree is determined by
the size of the memory bank and the number of objective
functions. After the update of the individual memory bank,
the particles in the global memory bank should be compared
in a similar way to complete the comparison of the global
memory bank, and the comparison of the global memory
bank is more complicated. -e reason is that the capacity of
the global memory bank is generally relatively large, and
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there are many particles stored, and it is also related to the
total number of particles initialized. After updating the
individual memory bank of all particles and the global
memory bank of the whole group once, each particle po-
sition needs to be updated next time. -e update process
involves the update of the particle velocity, and the update of
the particle velocity uses two storage units, the optimal
position of the individual particle and the global optimal
position of the population. Usually, the methods for
obtaining the optimal position of individual particles and the
global optimal position of the population are different, but
they are both obtained by processing the particle positions in
the individual memory bank and the global memory bank. It
can be seen that the individual optimal position and the
global optimal position in the multi-objective particle swarm
optimization algorithm only play a guiding role in the speed
update. -e final solution is not stored in the global optimal
position like the single-objective particle swarm optimiza-
tion algorithm, but some noninferior solutions are stored in
the global memory.

After understanding the basic principles of multi-ob-
jective particle swarm optimization, the following is a brief
introduction to the process of using this algorithm to solve
practical problems:

(1) Various pre-set parameters, including the number of
particles, the number of iterations, the individual
memory storage capacity, and the global memory
storage capacity are input;

(2) Particle velocity, position, individual optimal posi-
tion, global optimal position, individual memory
bank, and global memory bank are initialized;

(3) -e algorithm updates the particle velocity;
(4) -e algorithm updates the position of each particle;
(5) -e algorithm judges whether the updated particles

can enter the individual memory bank according to
the Pareto dominant condition. If the particle

cannot, the particle is not retained. If the particle
reaches the entry condition, the algorithm deter-
mines whether the individual memory bank is full. If
the individual memory bank is not full, the particles
go directly into the inventory. If the individual
memory bank is full, it is necessary to decide whether
or not to leave the particle according to preset criteria
(such as the roulette method).

(6) -e algorithm judges whether it can enter the global
memory, and the selection method is the same as
step (5);

(7) -e algorithm judges whether the termination
condition is satisfied. If the condition is met, the
program terminates and the result is output. How-
ever, if the condition is not satisfied, the algorithm
updates the individual global optimal position and
goes to step (3).

Its flow chart is shown in Figure 2.
In order to facilitate the description of this method, the

multi-objective problem here is selected as two objectives, as
shown in Figure 3:

-e horizontal and vertical axes are the two objective
functions that need to be optimized for the multi-
objective problem, respectively. -e horizontal and ver-
tical coordinates of the points in the f1 and f2 coordinate
systems represent the optimized values of these two
objective functions, respectively. Point P is the point
formed by the two optimal results obtained by consid-
ering only the objective function f1 or f2 alone, that is,
P(f2,min, f1,min) is the objective function f1 and f2
reaches the minimum solution at the same time.
However, such a point does not exist in practical multi-
objective optimization. Points 1 to 5 are points on the
Pareto optimal Frontier, and point 1 is optimal for
the objective function f2 but at the cost of sacrificing f1.
Point 5 is optimal for f1 but very suboptimal for f2. In

1 # Particle

1 # Individual
particle optimal

position

1 # Individual particle
memory bank

2 # Particle 2 # Individual
particle optimal

position
2 # Individual particle

memory bank

Global
optimal
position

Global memory
bank

Figure 1: Example diagram of multi-objective particle swarm algorithm.
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the geometric distance evaluation method, the point
closest to point P is the compromise solution to be
selected because it is the closest to the virtual ideal
solution.

-e ultimate goal of practical multi-objective solving
problems in engineering applications is to solve a com-
promise solution suitable for engineering production. In
order to obtain this compromise solution, the existing
method is to form a Pareto optimal set first and then select it
according to the needs in this optimal set. In order to avoid
complicated comparisons and simplify the tedious steps of
the program, this paper proposes a multi-objective particle

swarm algorithm with virtual ideal particles. -e algorithm
no longer “runs and tires” in order to form a Pareto optimal
set, but “reduces complexity and simplicity” directly to the
goal. -e basic principle is also relatively simple, that is, the
distance from the ideal solution is used to judge the pros and
cons of the particle position to determine the particle’s stay,
as shown in Figure 4 below (two targets are still used here as
an example).

-e point P(f1,min, f2,min) in Figure 4 has the same
meaning as in Figure 3. It is a point formed by twominimum
values obtained when only one objective function is con-
sidered alone, which is an idealized point. However, it is

Start

Various parameter
inputs

Initialization of particle position
velocity, etc.

�e particle speed
is updated

�e particle
position is updated

Determine whether to enter the
individual memory bank

Determine whether the
individual memory bank is full

Enter the individual memory
bank

Determine whether to enter the
global memory bank

Determine whether the global
memory bank is full

Enter the global
memory bank

Determine whether the
termination conditions are met

End

Rejection

Rejection

Decide
according to the

preset criteria

Decide
according to the

preset criteria

Individual global
optimal location

update

N

Y

N

Y

N

Figure 2: Flow chart of the multi-objective particle swarm algorithm to solve practical problems.
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impossible to obtain such a point because of the mutual
restrictive relationship when two practical goals are con-
sidered at the same time.-e dotted line in the figure divides
the first quadrant into four regions, A, B, C, and D. Among
them, the A region is the region that cannot be optimized for
the actual multi-objective problem, and the BCD is the
region that can be optimized.

When the data is linearly separable in 2 dimensions,
finding a plane that can maximize the area separating the
two types of samples that are closest to each other is the
simplest application of SVM in the case of classification. -e
abovementioned plane is defined as the optimal hyperplane,
as shown in Figure 5.

When faced with the data samples of practical
problems, considering their linear inseparability, we
need to construct a function to transform the original
data and then map it into a high-dimensional space, and
then we can construct the optimal classification

hyperplane. Figure 6 shows the nonlinear mapping re-
lationship between low-dimensional space and high-
dimensional space.

-e parameters required to establish the support
vector machine model mainly include the kernel function,
the penalty factor C, and the width of the radial basis
kernel function σ2. -e radial basis kernel function has
been selected for the kernel function, and now it is only
necessary to find the optimal penalty factor C and the
width of the radial basis kernel function σ2. If only relying
on experiments to obtain the optimal parameters, its
efficiency will be greatly reduced. At present, when the
support vector machine finds the optimal parameters, the
grid search method is usually used. However, this algo-
rithm has the disadvantage of low optimization efficiency.
-is paper combines the PSO algorithm to optimize the
twin support vector machine. Figure 7 below shows the
optimized algorithm flow chart.

In the testing process, the parameters are selected, the
population size is taken as 10, the number of iterations is
taken as 100 times, and the program is terminated when
the maximum number of iterations is reached. -e
convergence curve of the test function is obtained as
shown in Figure 8.

As shown in Figure 8, the solid line in the figure rep-
resents the improved particle swarm algorithm, and the
dashed line represents the unimproved particle swarm al-
gorithm. It can be seen from the fitness graph that the
improved PSO algorithm can jump out of the local optimum
and speed up the operation speed of the algorithm. -at is,
the convergence speed becomes faster, and the improved
PSO algorithm is more accurate than the unimproved PSO
algorithm. -erefore, it is proved that the improved PSO
algorithm used in this paper has certain practical
significance.

On this basis, the application effect of the PSO-optimized
twin support vector machine in the medium and long-term
load forecasting of the new normal economy is verified, and
the results shown in Figure 9 are obtained through cluster
analysis.

f1

f2

P

1

2

3

4
5

Figure 3: Example diagram of the geometric distance evaluation
method.

f1

f2

B
C

D
2

3

1

P
A

4

Figure 4: Example diagram of the basic principle of the multi-
objective particle swarm algorithm with virtual ideal particles.

Support
vector

Support
vector

Support
vector

Support
vector

H1

H2
H

y=+1

y=-1

Figure 5: Schematic diagram of the two-dimensional optimal
classification surface.
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-rough the abovementioned experimental studies, it is
verified that the PSO-optimized twin support vector ma-
chine has a very good application effect in the medium and
long-term load forecasting under the background of a new
normal economy.

3. Conclusion

Under the background of the new normal of the economy,
with the changes in the economic growth environment,
there are also new requirements for the economic growth
model, and the economic growth model has changed from
factor-driven to innovation-driven. Under the factor-driven
growth model, the most important thing for enterprise
development is to obtain the corresponding factor resources
such as land, capital, and talents. However, under the in-
novation-driven growth model, what enterprises need most

Nonlinear
mapping

Low-dimensional
sample space

High-dimensional
feature sample space

Linear
classification

Nonlinear
classification

Corresponding to

Figure 6: Nonlinear mapping relationship between low-dimensional space and high-dimensional space.

Enter the training
data

Establish SVM

∀vij (0), pij (0)

Calculate CV

Update Pbest, Gbest

Update the particle velocity and
position

Meet the termination conditions

�e optimized SVM parameters
are obtained

�e diagnostic accuracy is
obtained

N

Figure 7: -e process of PSO algorithm optimizing the twin
support vector machine.
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Figure 8: Convergence curve of the test function.
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Figure 9: Application effect of PSO-optimized twin support vector
machine in medium and long-term load forecasting in the new
normal economy.
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for development is an institutional environment that is
conducive to intellectual property protection, conducive to
stimulating innovation, conducive to obtaining high-level
capital, and conducive to fair competition. In this paper, the
twin support vector machine optimized by PSO is used to
construct a medium and long-term load forecasting model
under the background of the new normal economy, which
provides a better forecasting effect for subsequent economic
development. -e experimental study verifies that the PSO-
optimized twin support vector machine has a very good
application effect in medium and long-term load forecasting
under the background of the new normal economy [20].
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