
Research Article
Verification of the Improvement Effect of Artificial Intelligence
Computer Control Technology on Electrical Automation Control

Jinpeng Li

School of Mathematics and Information, Xinyang Vocational and Technical College, Xinyang 464000, China

Correspondence should be addressed to Jinpeng Li; ljp@xyvtc.edu.cn

Received 27 May 2022; Revised 15 August 2022; Accepted 23 August 2022; Published 15 September 2022

Academic Editor: Qiangyi Li

Copyright © 2022 Jinpeng Li. This is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

In order to improve the effect of electrical automation control, this paper combines the intelligent computer technology to
construct the electrical automation control system, explores the principle of the active disturbance rejection controller, and
applies it to the induction motor vector control system. The active disturbance rejection controller estimates the state variables
of the system and their changing trends in real time through the extended state observer, compensates them by nonlinear
feedback method, and provides appropriate control signals. In addition, this paper builds the induction motor active
disturbance rejection control system based on ant colony algorithm and conducts a lot of simulation analysis. The research
shows that the electrical automatic control system based on the intelligent computer algorithm proposed in this paper has a
good electrical automatic control effect.

1. Introduction

Industrial Control Computer is also referred to as IPC. In
the field of industrial control, the computer has also been
applied, which is the so-called industrial PC. Because the
application environment of industrial computers is indus-
trial control, industrial computers are different from ordi-
nary computers and have their own unique characteristics
[1]. Moreover, due to the different performance require-
ments of different uses, industrial computers have wider
requirements for working temperature. In addition, indus-
trial computers have better performance in terms of dust-
proof, antivibration and anti-interference.

IPC does not pursue extreme hardware performance
requirements, as long as it is sufficient to meet the control
requirements; hardware stability is the key to IPC, which is
much higher than that of ordinary computers [2].

The power system consists of three parts: the power
source, the power network, and the load. Electric energy
generated by power generation equipment is transmitted to
users through the power network [3]. The natural gas system
mainly includes natural gas pipelines, compressor stations,
pressure regulating valves, and valves. Natural gas is input

into pipelines from supply sources, and then, transported
to users through the natural gas pipeline network. The pres-
sure regulating valve is mainly used to control the pressure
of different nodes in the natural gas pipeline network, and
the natural gas flow can be adjusted by changing the position
of the valve spool [4]. The integrated energy system of elec-
trical interconnection is formed by coupling gas turbines
and P2G equipment. At present, in the planning and opera-
tion of the electrical interconnection system, there are not
many studies on the location and capacity of P2G equipment
and gas turbine units [5]. The operation planning of the
electrical interconnection system usually takes the coordi-
nated operation of each subsystem as the planning premise,
considers the respective operational constraints of the elec-
trical system, and then designs the objective function that
minimizes the sum of the investment cost and the operating
cost to complete the modeling of the electrical interconnec-
tion system. [6].

The so-called configuration software is actually a soft-
ware system that communicates with the control system
and is responsible for the real-time data acquisition and
monitoring of the system. The English abbreviation of con-
figuration software is SCADA, which means monitoring
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and data acquisition [7]. Configuration software first origi-
nated from industrial control computers. The communica-
tion function of configuration software is very powerful,
almost all control devices can find configuration software
that can communicate with it, which makes the application
range of configuration software very wide, configuration
software allows users to customize the interface of the con-
trol system, and can create complex configuration software.
The dynamic monitoring screen of the real-time control sys-
tem, completes the real-time monitoring of the process of
the control system through real-time communication con-
nection, and has functions such as alarming, recording his-
torical data, and simulation [8]. The so-called field bus is
actually a network, which connects field devices, field con-
trollers, sensors, various terminals, etc., and realizes fast, effi-
cient, regulated, reliable, and simple field data exchange
through certain standard communication methods or pass
[9]. Full digitization is one of the characteristics of fieldbus
control technology. The wiring rules of fieldbus technology
are very simple. Under the master control system, the master
device only needs to lead out a cable, connect it to the input
end of the fieldbus slave device, and then, connect the output
end of the slave device to the next bus slave. The input ter-
minal of the station device, connect all the slave devices in
turn [10]. Now there are many programmable controllers
with fieldbus master control functions, which can easily
form a system with bus-type control equipment, making
the wiring, installation and maintenance of the system more
concise, reducing costs, improving stability, and simplifying
program development [11]. The motion controller is the
core control device for the servo drive, which can realize
multiaxis motion control by connecting multiple sets of
servo systems. Different from the pulse control method of
the traditional servo system, the current mainstream motion
controller adopts the field bus structure, which can make the
entire servo control system faster and more reliable, and at
the same time, the wiring is simpler and easier to expand
[12]. Common international standard field buses are CANo-
pen bus, PPROFIBUS bus, EtherCAT bus, and SERCOS bus.
Bus-type motion controllers are generally embedded with
multiaxis motion control functions such as electronic cams,
flying shears, and virtual axes. Of course, they can also real-
ize single-axis speed and position control, which has wide
application value in multiaxis motion control occasions.

The electrical automatic control system of the industrial
production process is an indispensable basic production facil-
ity in various fields, and its core is the electric drive technology
and digital control technology. With the high development of
computer technology, transmission control technology, and
high-power industrial electronic technology, AC electric
transmission control technology has now developed to a rela-
tively mature stage [13]. Compared with more traditional elec-
trical equipment such as DC motors, the advantages of AC
motor equipment are high single-unit capacity (kVA), low
rotational transmission inertia, high transmission efficiency,
and optimized structure, wide performance adjustment range
and reliable operation. After years of development, the perfor-
mance of AC drive equipment has surpassed the typical per-
formance of DC drive equipment at many levels. There is a

rapid development trend of generally adopting AC drive
equipment to replace the previous DC drive equipment [14].
In terms of the main equipment and auxiliary electric drive
of the mechanical product production line, developed coun-
tries have taken the lead in replacing the DC system with
AC speed control equipment.

The design of the host control system station, hereinafter
referred to as the master station, should be based on intrin-
sically safe PLC, and then, start to select other hardware,
including power modules and host computers; the selected
hardware must be able to meet the basic functional require-
ments, and must have extended The basic requirements are
to have a display interface, a control interface, the display
interface includes monitoring and dynamic analysis, and
the control interface has basic buttons, indicator lights, etc.
[15]. The design of the slave control system station, herein-
after referred to as the slave station, the most important
thing for the slave station is to collect data, analyze the data,
and send the results to the master station, and it must have a
distinguishing function itself. In the local situation, there
must be automatic control features. For the realization of
this series of functions, the selection of sensor hardware is
particularly important. It is related to whether the fault can
be checked, directly related to the stability and reliability of
the function, and even related to the quality of the product.
Therefore, the selection of sensors should be considered
comprehensively. Starting from its own stability, reliability,
power supply, data acquisition accuracy, etc. [16]; in addi-
tion to sensors, there must be special requirements for the
customization of the control cabinet, because there is a pres-
sure difference in the mine, the selection of the control cab-
inet is also a challenge [17].

The traditional ADRC has a defect; that is, the control
effect is directly related to the selection of the internal
parameters of the controller, and according to the different
controlled objects, the direction and size of the parameter
setting are uncertain, which makes the parameter setting dif-
ficult and limits the automatic control of popularization and
practicability of disturbance rejection controller.

In order to improve the dynamic performance of the
speed control system, this paper introduces the active distur-
bance rejection technology into the induction motor vector
control system, trying to reduce the dependence of the tradi-
tional controller design on the controlled object and over-
come the disadvantages of the controlled motor parameter
change, modeling error, and load disturbance. The core of
ADRC is to regard the unmodeled dynamics and unknown
external disturbance of the system as the “total disturbance”
of the system and to estimate and compensate accordingly.

The ant colony algorithm is used as a parameter optimi-
zation mechanism, and is added to the induction motor
ADRC control system based on ADRC. Using the distrib-
uted search and parallel computing capabilities of the ant
colony algorithm, the induction motor ADR control system
based on the ant colony algorithm has the self-learning abil-
ity of automatic parameter optimization.

This paper builds the induction motor active disturbance
rejection control system based on ant colony algorithm, and
conducts a lot of simulation analysis.
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2. Design of Electrical Automation
Control System

In the process of electrical automation control, the electrical
function structure analysis is carried out through intelligent
modeling, and the electrical automation control model is
modeled and analyzed below.

2.1. Introduction to the System Principle of Induction Motor
Vector Control. The induction motor is an indispensable
part of the electrical automation control system, and the
model of this part is modeled first.

When the mathematical model of the induction motor is
established, some necessary and reasonable simplifying
assumptions are often made for the convenience of analysis:

(1) The magnetic circuit is not saturated, and there is no
adverse effect of hysteresis and eddy current. The
skin effect generated by high-frequency current in
the iron core and the wire is ignored, and the tem-
perature rise and skin effect are ignored, which leads
to the change of winding resistance

(2) The magnetic circuit of the motor is linear, and the
self-inductance and mutual inductance of the motor
remain constant

(3) The straight axis and the quadrature axis in the
motor structure are strictly vertical according to the
standard

(4) The magnetic potential is sinusoidally distributed

The three-phase induction motor model is shown in
Figure 1.

The voltage equation of the three-phase stator winding is

uA = iARs +
dψA

dt
,

uB = iBRs +
dψB

dt
,

uC = iCRs +
dψC

dt
:

ð1Þ

In the same way, the voltage equation after the three-
phase rotor winding is converted to the stator side is

ua = iaRr +
dψa

dt
,

ub = ibRr +
dψb

dt
,

uc = icRr +
dψc

dt
:

ð2Þ

Therefore, the voltage equation in matrix form is

UA

UB

UC

Ua

Ub

Uc

0BBBBBBBBBBB@

1CCCCCCCCCCCA
=

RS 0 0 0 0 0
0 RS 0 0 0 0
0 0 RS 0 0 0
0 0 0 Rr 0 0
0 0 0 0 Rr 0
0 0 0 0 0 Rr

0BBBBBBBBBBB@

1CCCCCCCCCCCA

iA
iB
iC
ia
ib
ic

0BBBBBBBBBBB@

1CCCCCCCCCCCA
+ d
dt

ΨA

ΨB

ΨC

Ψa

Ψb

Ψc

0BBBBBBBBBBB@

1CCCCCCCCCCCA
:

ð3Þ

The flux linkage is the sum of the self-induction flux
linkage and the mutual induction flux linkage. Therefore,
the flux linkage equation is

ΨA

ΨB

ΨC

Ψa

Ψb

Ψc

0BBBBBBBBBBB@

1CCCCCCCCCCCA
=

LAA LAB LAC LAa LAb LAc

LBA LBB LBC LBa LBb LBc

LCA LCB LCC LCa LCb LCc

LaA LaB LaC Laa Lab Lac

LbA LbB LbC Lba Lbb Lbc

LcA LcB LcC Lca Lcb Lcc

0BBBBBBBBBBB@

1CCCCCCCCCCCA

iA
iB
iC
ia
ib
ic

0BBBBBBBBBBB@

1CCCCCCCCCCCA
:

ð4Þ

In the formula, L is the 6 × 6 inductance matrix. LAB LAB
represents the mutual induction between A and B and other
analogies.

The magnetic flux of a certain phase winding of the
motor includes the leakage flux that does not pass through
the air gap. The other type is the mutual induction flux pass-
ing through the air gap, and the mutual induction magnetic
flux dominates.

The flux linkage equation (4) is substituted into the volt-
age equation (3) to obtain the voltage equation:

u = Ri + p Lið Þ = Ri + L di/dtð Þ + dL/dtð Þi == Ri + L di/dtð Þ
+ dL/dθð Þωri:

ð5Þ
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Figure 1: Three-phase induction motor model.
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In the formula, Lðdi/dtÞ belongs to the pulsating electro-
motive force in the electromagnetic induction electromotive
force, and ðdL/dθÞωri belongs to the rotating electromotive
force that is proportional to ωr in the electromagnetic induc-
tion electromotive force.

The equation of motion of the motor is

Te = TL +
J
Pn

dωr

dt
+ η

Pn
ωr: ð6Þ

According to the principle of electromechanical energy
conversion, the electromagnetic torque of the three-phase
asynchronous motor can be obtained as:

Te = PnLm iAia + iBib + iCicð Þ sin θ + iAib + iBic + iCiað Þ sin θ + 120°ð Þ½
+ iAic + iBia + iCibð Þ sin θ − 120°ð Þ�:

ð7Þ

That is, the drag torque is a multivariable, nonlinear and
strongly coupled function.

Equation Formulas (4), (5), (6), (7) are summed up to
form the mathematical model of the three-phase induction
motor in the ABC coordinates.

2.2. Coordinate Transformation Matrix. For the electrical
automation control system, the coordinate transformation
matrix is the control core algorithm of the overall model.
In this paper, the series control of each functional structure
is realized through the coordinate transformation matrix.

The research method of coordinate transformation is
used to convert iA, iB, iC in the three-phase static coordinate
system to iα, iβ in the two-phase static coordinate system,
and further convert it into id , iq in any two-phase rotating
coordinate system, and mutual conversion in the three coor-
dinate systems. It is easy to analyze and control the induc-
tion motor through the transformation of the coordinate
system. The transformation matrix C3s/2s for converting the
three-phase stationary coordinate system to the two-phase
stationary coordinate system is

C3s/2s =
ffiffiffi
2
3

r 1 −1
2

−1
2

0
ffiffiffi
3
2

r
−

ffiffiffi
3
2

r
2664

3775: ð8Þ

That is,

iα iβ
� �T = C3s/2s iA iB iC½ �T : ð9Þ

Its inverse transformation matrix C2 s/3s is

C2s/3s =
ffiffiffi
2
3

r 1 0
−1/2

ffiffiffi
3

p
/2

−1/2 −
ffiffiffi
3

p
/2

2664
3775: ð10Þ

That is

iA iB iC½ �T = C2s/3s iα iβ
� �T

: ð11Þ

The transformation matrix C2s/2r from the two-phase
stationary coordinate system to the two-phase rotating coor-
dinate system is

C2s/2r =
cos ϕ sin ϕ

−sin ϕ cos ϕ

" #
: ð12Þ

That is.

id iq
� �

= C2s/2r iα iβ
� �T

: ð13Þ

Its inverse transformation matrix C2r/2s is

C2r/2s =
cos ϕ −sin ϕ

sin ϕ cos ϕ

" #
: ð14Þ

That is

iα iβ
� �T = C2r/2s id iq

� �T
: ð15Þ

The transformation matrix C35/2r for converting the
three-phase stationary coordinate system to the two-phase
rotating coordinate system is:

C3s/2r =
ffiffiffi
2
3

r cos φ cos φ − 120°ð Þ cos φ + 120°ð Þ
sin φ sin φ − 120°ð Þ sin φ + 120°ð Þ

" #
:

ð16Þ

That is,

id iq
� �T = C3s/2r iA iB iC½ �T : ð17Þ

Its inverse transformation matrix C2r/3s is

C2r/3s =
ffiffiffi
2
3

r cos ϕ −sin ϕ

cos ϕ − 120°ð Þ −sin ϕ − 120°ð Þ
cos ϕ + 120°ð Þ −sin ϕ + 120°ð Þ

2664
3775: ð18Þ

This paper chooses the multi-Lyapunov energy function
method, which can reduce the conservativeness of the con-
clusions of this paper. Compared with the general single
Lyapunov function method, this method has better perfor-
mance and is more flexible. The multi-Lyapunov function
method can be described by the following mathematical for-
mula:

Vσ tð Þ,δ tð Þ tð Þ = ξT tð ÞPσ tð Þ,δ tð Þξ tð Þ, ð19Þ

where Vi,0ðtÞ and Vi,1ðtÞ correspond to the energy subfunc-
tion of the i subsystem.
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This form of Lyapunov function expression, with most
existing ones having only one corresponding energy func-
tion for all subsystems, our results will be less conservative.
Lyapunov functions of the above form are called multiple
Lyapunov functions. For such a Lyapunov function, the fol-
lowing assumption is usually made: at the switching
moment, the energy function is abruptly upwards. There-
fore, to ensure the stable state of the entire switching system
is to ensure that in the process of multiple switching, even if
the switching energy increases each time, the stable state of
the entire event-triggered switching system is achieved by
restricting the model-dependent dwell time.

Suppose the ith subsystem is active for model-dependent
dwell time ½ti, ti+1Þ and the j-th subsystem is active for
model-dependent dwell time ½ti−1, tiÞ. For a given scalar ui
> 1, 0 < vi < 1, tk and ui > 1, 0 < vi < 1, tk represent the sam-
ple point, ti + Tσ represents another switching point in the
switching interval ½ti, ti+1Þ. According to the above assump-
tions, the corresponding mathematical models are

ι1 x tð Þj jj j2 ≤Vσ tð Þ,δ tð Þ tð Þ ≤ ι2 x tð Þj jj j2,
_Vσ tð Þ,δ tð Þ tð Þ≤−aσ tð Þ,δ tð ÞVσ tð Þ,δ tð Þ tð Þ − Γ tð Þ,

t ∈ S1, S2 = t ∀t ∈ tk, ti+1ð Þj , tk ∈ tk, ti+1Þ½f g,
_Vσ tð Þ,0 tð Þ≤−aσ tð Þ,1Vσ tð Þ,0 tð Þ − Γ tð Þ,
t ∈ S1, S2 = t ∀t ∈ ti, tkð Þj , ti < tkf g,

_Vσ tð Þ,δ tð Þ tð Þ ≤ βσ tð ÞVσ tð Þ,δ tð Þ tð Þ − Γ tð Þ, t ∉ S1 ∪ S2,

Vσ tð Þ,1 ti + Tσð Þ ≤ vσ tð ÞVσ tð Þ,0 ti + Tσð Þ−ð Þ,
Vσ tð Þ,0 tið Þ ≤ μσ tð ÞVσ t jð Þ,1 t−ið Þ,
Γ = eT tð Þe tð Þ − γ2~ωT tð Þ~ω tð Þ:

ð20Þ

The flux linkage equation in the two-phase stationary
coordinate αβ is

ψsα = Lsisα + Lmirα, ð21Þ

ψsβ = Lsisβ + Lmirβ, ð22Þ

ψrα = Lmisα + Lrirα, ð23Þ

ψrβ = Lmisβ + Lrirβ: ð24Þ

The voltage equation is

usα

usβ

urα

urβ

2666664

3777775 =

Rs + Lsp 0 Lmp 0
0 Rs + Lsp 0 Lmp

Lmp ωrLm Rr + Lrp ωrLr

−ωrLm Lmp −ωrLr Rr + Lrp

2666664

3777775
isα

isβ

irα

irβ

2666664

3777775:
ð25Þ

The torque equation is

Te = pnLm isβirα − isαirβ
� �

: ð26Þ

The formula (21), formula (25), and formula (26) are
combined to form the mathematical model of the induction
motor in the two-phase stationary αβ coordinate system.

Stator current and rotor flux linkage are selected as the

state of induction motor electromagnetic system, x =
isd isq ψrd ψrq

� �T . The stator voltage is taken as the

control variable, u = usd usq
� �T .The following state equa-

tion can be sorted out:

2.3. Structure and Principle of Active Disturbance Rejection
Controller. There are linear and nonlinear control methods
for the control of the AD process. In this paper, the nonlin-
ear tracking method is selected to model the system to
realize the intelligent control of the input and output
signals.

The running time of all mismatches of the filter satisfies
inequality

~T < λ − λ
^

~λ − λ
T
^
+ λ − bλ

~λ − λ
T̂: ð28Þ

isd
:

isq
:

ψrq

:

_ψrd

26666664

37777775 =

−
Rs

δLs
+ 1 − δ

δτr

� �
ωc

Lm
δLsLrτr

ωc
Lm
δLsL

−ωc −
Rs

δLs
+ 1 − δ

δτr

� �
−ωr

Lm
δLsL

Lm
δLsLrτr

Lm
τr

0 −
1
τr

ωc − ωrð Þ

0 Lm
τr

− ωc − ωrð Þ −
1
τr

266666666666664

377777777777775

isd

isq

ψrq

ψrd

2666664

3777775 +

1
δLs

0

0 1
δLs

0 0
0 0

2666666664

3777777775
usd

usq

" #
: ð27Þ
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Among,

λ
^
=max

i∈L
ln μi/τi + ln vi/τi − ai,0

	 

,

bλ =max
i∈τ

ln vi/τi − ai,1
	 


,

~λ =max
i∈τ

ln vi/τi + βif g,

ð29Þ

and λ
^
, bλ , ~λ satisfies inequality:

max λ
^
, bλ , ~λn o

< λ < 0: ð30Þ

Then, the filter error system is GUES.
Consider t ∈ ðti + Tσ, ti+1Þ, i ∈ τ,

Vσ tið Þ tð Þ ≤ vTi exp −ai,0T
^

i − ai,1T̂ i + βi
~Ti

� �
Vσ tið Þ tið Þ − vTi

i

ðt
ti

exp −ai,0T
^

i − ai,1T̂ i + βi
~Ti

� �
Γ sð Þds ≤ μiv

Ti
i

exp −ai,0T
^

i − ai,1T̂ i + βi
~Ti

� �
Vσ t jð Þ t−ið Þ − μiv

Ti
i

ðt
ti

exp −ai,0T
^

i − ai,1T̂ i + βi
~Ti

� �
Γ sð Þds⋯≤Π

i∈τ
μNi v

Ti
i

exp −ai,0T
^

i − ai,1T̂ i + βi
~Ti

� �
Vσ t0ð Þ t0ð Þ − 〠

ti−1

tθ=t0
μ
N tθ=t0ð Þ
i vTi tθ=t0ð Þ

i

× exp −ai,0θai,0 tθ = tð Þ + ai,1θai,1 tθ = tð Þ + βi,0θβi tθ = tð Þ
� �

× exp
ðtθ+1
tθ

exp −ai,0T
^

i − ai,1T̂i + βi
~Ti

� �
Γ sð Þds:

ð31Þ

If ωðtÞ = 0, then ΓðtÞ > 0, inequality holds

Vσ tið Þ tð Þ <Π
i∈τ
μNi v

Ti
i exp −ai,0T

^

i − ai,1T̂i + βi
~Ti

� �
Vσ t0ð Þ t0ð Þ

� ≤Π
i∈τ
μ
Ti/τi
i vT

^

i/τi
i exp −ai,0T

^

i − ai,1T̂ i + βi
~Ti

� �
Vσ t0ð Þ t0ð Þ

� ≤Π
i∈τ

exp Ti/τið Þ ln μi + T
^

i/τi
� �

ln vi − ai,0T
^

i − ai,1T̂ i + βi
~Ti

� �
� × Vσ t0ð Þ t0ð Þ:

ð32Þ

By inequalities (28) and (29), we get

Vσ tið Þ tð Þ ≤ exp T
^
λ
^
+ T̂bλ + ~T~λ

� �
Vσ t0ð Þ t0ð Þ

≤ exp λ t − t0ð Þð ÞVσ t0ð Þ t0ð Þ,
ð33Þ

where t⟶ 0 and Vσðt0Þðt0Þ converges to 0.
Feed it a signal v ðtÞ and it will give two outputs x1ðtÞ

and x2ðtÞ, where x1ðtÞ tracks the input signal and x2ðtÞ is
the differential of x1ðtÞ. x2ðtÞ is actually the generalized dif-
ferential of v ðtÞ.

According to the capacity of the object, a reasonable
transition process x1ðtÞ is arranged, which is also a way to
improve the robustness of the regulator.

The system is considered as:

_x1 = x2, ð34Þ

_x2 = f x1, x2, tð Þ + b ⋅ u, ð35Þ
y = x1: ð36Þ

If f ðx1, x2, tÞ is known, its observer can be designed as:

ε1 = z1 − y, ð37Þ

_z1 = z2 − β1 ⋅ ε1, ð38Þ
_z2 = f z1, z2, tð Þ − β2 ⋅ ε1 + b ⋅ u: ð39Þ

However, in many cases, f ðx1, x2, tÞ is not known, and
when f ðx1, x2, tÞ is not known, f ðx1, x2, tÞ is regarded as a
disturbance. We set x3 = f ðx1, x2, tÞ, _x3 = gðx1, x2, tÞ, then,
gðx1, x2, tÞ is also an unknown function, so the system equa-
tion becomes

_x1 = x2,
_x2 = x3 + b ⋅ u,
_x3 = g x1, x2, tð Þ,

y = x1:

ð40Þ

The corresponding state observer becomes

εl = zl kð Þ − y kð Þ,
zl
:
k + lð Þ = zl kð Þ + T ⋅ z2 kð Þ − βl ⋅ εlð Þ,
z2
: = z3 − β2 ⋅ fal εl, α1, δð Þ + b ⋅ u,

z3
: = −β3 ⋅ fal ε1, α2, δð Þ:

ð41Þ

Among them, there is

fal ε, α, δð Þ =
εj jα ⋅ sign εð Þ, εj j > δ,
ε ⋅ δα−1, εj j ≤ δ:

(
ð42Þ

The expanded state z3 can make a good estimate of the
“real-time effect” f ðx1, x2, tÞ of the “unknown perturbation”.
Therefore, the system (37) is referred to as the extended state
observer of the system (34).

The use of nonlinear feedback hasmany efficient properties:
For a first-order error system, there is

de
dt

=w + u: ð43Þ

(1) We use the linear feedback u = −k ⋅ e, k > 0 of the
error to the system, then, we have
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de
dt

= −k ⋅ e +w, 12
de2

dt
+ k ⋅ e = e ⋅w: ð44Þ

If there is a constant w0 greater than zero that satisfies
jwj <w0, there is

1
2
de2

dt
< −k ⋅ ej j ej j −w0/kð Þ: ð45Þ

When there is jej >w0/k, there is de2/dt < 0; that is, the
steady-state error of the system is less than w0/k, and the
steady-state error is inversely proportional to the feedback
gain k under linear feedback conditions.

(2) We use the nonlinear feedback u = −k ⋅ jejα ⋅ sign ðeÞ
, α > 0 of the error to the system, then, we have

de
dt

= −k ⋅ ej jα ⋅ sign eð Þ +w, 12
de2

dt
< −k ⋅ ej jα ⋅ ej jα −w0/kð Þ:

ð46Þ

When there is jejα >w0/k, there is de2/dt < 0. Therefore,
when the steady-state error of the system is less than
ðw0/kÞ1/α, 0 < α < 1, the steady-state error of nonlinear feed-
back control will be reduced exponentially compared with
linear feedback control.

In the nonlinear error feedback system, its dynamic pro-
cess is fal, a > 0. This formula has a general solution:

e tð Þ =

sign e0ð Þ ⋅ e0j j1−α + 1 − αð Þkt� �1/1−α, α > 1

e0 ⋅ e
−kt , a = 1

sign e0ð Þ ⋅ e0j j1−α + 1 − αð Þkt� �1/1−α, α < 1, t ≤ e0j j1−α
k ⋅ 1 − αð Þ

8>>>>><>>>>>:
:

ð47Þ

When α takes different values, we can get

α > 1 time, Error to1/ ktð Þ1/ α−1ð Þ Velocity attenuation of ;

α = 1 time, Error to1 e−kt Exponential decay of velocity ;

α < 1 time, stay t = e0j j1−α/k ⋅ 1 − αð ÞAt time, the error
attenuation decreases to 0 in a finite time,
which is a finite time attenuation:

ð48Þ

u = −k ⋅ jejα ⋅ sign ðeÞ is called nonsmooth feedback when
there is 0 ≤ α < 1.

Figure 2 shows the structure diagram of the second-order
ADRC controller. Among them, v0 is the system given, x1 is
the transition process arranged by the tracking differentiator,
and x2 is the differentiation of x1. After “compensation”, the
control variable u finally acts on the controlled object, y is the
actual output of the system, and w is the synthesis of various
“disturbances” in the system. The “error integral” feedback is
no longer required here. The significance of ADRR lies in the
compensation term −z3ðtÞ/b.

To sum up, we can get the design method of ADRC,
namely “ADRC algorithm”. Since the actual control is real-
ized by a microprocessor.

In this case, for any switching signal satisfying (29), the
filter error system is GUES. If -0 in the initial state of 0,
Ω≤0,

Ω = 〠
ti−1

tθ=t0
μ
N tθ ,t0ð Þ
i vTi tθ ,t0ð Þ

i

× exp −ai,0θai,0 tθ, tð Þ − ai,1θai,1 tθ, tð Þ + βi,0θβi
tθ, tð Þ

� �
×
ðtθ+1
tθ

exp −ai,0T
^

i − ai,1T̂ i + βi
~Ti

� �
Γ sð Þds ≤ 0,

〠
ti−1

tθ=t0

ðtθ+1
tθ

μ
N tθ ,tð Þ
i vTi tθ ,tð Þ

i × esp −ai,0T
^

i − ai,1T̂ i + βi
~Ti

� �
Γ sð Þds ≤ 0:

ð49Þ

Arrange the
transition

process

Nonlinear
feedback 

Object

Expansion
state observer

I/B
I/BV0

X1

X2

+–

+
–

e1

e2

Z2

Z1

Z3

+

–

d

y
u

U0

Figure 2: Structure diagram of the second-order ADRC controller.
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So, there are

〠
ti−1

tθ=t0

ðtθ+1
tθ

μ
N tθ,tð Þ
i vTi tθ ,tð Þ

i × exp −ai,0T
^

i − ai,1T̂i + βi
~Ti

� �
eT sð Þe sð Þds ≤

〠
ti−1

tθ=t0

ðtθ+1
tθ

γ2μ
N tθ ,tð Þ
i vTi tθ ,tð Þ

i × exp −ai,0T
^

i − ai,1T̂ i + βi
~Ti

� �
ωT sð Þω sð Þds:

ð50Þ

Notice thatT
^

i/τi ≤ Ti/τi, and 0 ≤Nðtθ, tÞ ≤ Ti/τi, Ti = t
− tθ, So there are:

So we getðt
t0

exp η t − sð Þð ÞeT sð Þe sð Þds ≤
ðt
t0

exp λ t − sð Þð Þγ2ωT sð Þω sð Þds:

ð53Þ
Obviously, inequality (50) can be transformed into

inequality (51):ð∞
0

exp η t − sð Þð ÞeT sð Þe sð Þds ≤
ð∞
0

exp λ t − sð Þð Þγ2ωT sð Þω sð Þds,

ð54Þ

get η<λ, andð∞
0

exp η t − sð Þð ÞeT sð Þe sð Þds ≤
ð∞
0

exp λt − ηsð ÞÞeT sð Þe sð Þds,ð∞
0

exp −ηsð ÞeT sð Þe sð Þds ≤
ð∞
0

exp −λsð Þγ2ωT sð Þω sð Þds,ð∞
0

exp − η − λð Þsð ÞeT sð Þe sð Þds ≤
ð∞
0
γ2ωT sð Þω sð Þds:

ð55Þ

Among, ϵ= η – λ。.

2.4. Active Disturbance Rejection Control Strategy of
Induction Motor. The entire induction motor control system
can be decomposed into two subsystems: flux linkage and
rotational speed. Due to the influence of the coupling effect,
the flux link will interact, and the dynamic performance of
the induction motor is inevitably affected. The mutual cou-
pling between the flux link and the speed loop and the model
disturbance caused by the parameter change can be treated
as the disturbance of the system. We use the decoupled con-
trol variable usd , usq to decouple the rotation speed ωr of the
flux linkage Ψrd , respectively.

The design of the speed loop ADR controller The math-
ematical model of the induction motor speed loop is

_ωr = k ⋅ ψrd ⋅ isq −wl tð Þ: ð56Þ

Among them, there is w1ðtÞ = −Pn ⋅ TL/J .
Both the load torque TL and the moment of inertia J will

change with different working conditions to form unknown
disturbances. In the actual operation process, the variation
range is large, which has a great influence on the speed per-
formance. According to the characteristics of ADRC, wIðtÞ
can be regarded as an unknown disturbance, which can be
compensated by real-time estimation of the extended

〠
ti−1

tθ=t0

ðtθ+1
tθ

μ
Ti/τi
i vT

^

i/τi
i × exp −ai,0T

^

i − ai,1T̂ i + βi
~Ti

� �
eT sð Þe sð Þds ≤

〠
ti−1

tθ=t0

ðtθ+1
tθ

μTi/τi
i vT

^

i/τi
i × exp −ai,0T

^

i − ai,1T̂ i + βi
~Ti

� �
γ2ωT sð Þω sð Þds

〠
ti−1

tθ=t0

ðtθ+1
tθ

exp Ti/τið Þ ln μi + T
^

i/τi
� �

ln vi
�

−ai,0T
^

i − ai,1T̂i + βi
~T
�
eT sð Þe sð Þds ≤

〠
ti−1

tθ=t0

ðtθ+1
tθ

exp Ti/τið Þ ln μi + T
^

i/τi
� �

ln vi
�

−ai,0T
^

i − ai,1T̂i + βi
~Ti

�
γ2ωT sð Þω sð Þds

ð51Þ

〠
ti−1

tθ=t0

ðtθ+1
tθ

exp T
^

θ η
^ + T̂θbη + ~Tθ~η

� �
eT sð Þe sð Þds ≤ 〠

ti−1

tθ=t0

ðtθ+1
tθ

exp T
^

θ λ
^
+ T̂θ

bλ + ~Tθ
~λ

� �
γ2ωT sð Þω sð Þds

〠
ti−1

tθ=t0

ðtθ+1
tθ

exp η t − sð Þð Þe sð Þds ≤ 〠
ti−1

tθ=t0

ðtθ+1
tθ

exp λ t − sð Þð Þγ2ωT sð Þω sð Þds:
ð52Þ
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observer. A first-order ADRC control of the speed loop is
considered, and its structure is shown in Figure 3.

The corresponding first-order ADRC controller equa-
tion is

TD :
x1 k + 1ð Þ = x1 kð Þ + T ⋅ x2 kð Þ,
x2 k + 1ð Þ = x2 kð Þ + T ⋅ f st x1 kð Þ − u kð Þ, x2 kð Þ, r, hð Þ,

(

ESO :

ε kð Þ = zl kð Þ − ωr kð Þ,
zl k + lð Þ = zl kð Þ + T ⋅ z2 kð Þ − β1 ⋅ fal ε kð Þ, αl, δlð Þ + b ⋅ u kð Þð Þ,
z2 k + lð Þ = z2 kð Þ − T ⋅ β2 ⋅ fal ε kð Þ, αl, δ1ð Þ,

8>>><>>>:

NLSEF :

el kð Þ = x1 kð Þ − zl kð Þ,
u0 kð Þ = β3 ⋅ f al el kð Þ, α2, δ2ð Þ,
u kð Þ = u0 kð Þ − z2 kð Þ/b:

8>>><>>>:
ð57Þ

In ESO, z2 can well estimate disturbance w1ðtÞ and some
unmodeled disturbances, and in NLSEF, we compensate the
control signal of the system, so that the speed of induction
motor can be approximately simplified to a first-order linear

object. It realizes the mathematical fitting of the empirical
knowledge of the control engineering field “large error, small
gain, small error, large gain” through nonlinear feedback,
which improves the dynamic performance and robustness
of the ADRC.

The mathematical model of the q-axis current loop of
the induction motor is

_isq = −k ⋅ isq +w2 tð Þ + 1
σ
⋅ usq: ð58Þ

Among them, there is w2ðtÞ = −Lm/σ ⋅ Lr ⋅ ψrd ⋅ ωr − isd ⋅
ωe.

Therefore, the current loop still adopts the first-order
ADRC, and its design is similar to the speed loop.

The mathematical model of the d-axis current loop of
the induction motor is

_isd = −k ⋅ isd +w3 tð Þ + usd/σ: ð59Þ

Among them, there is w3ðtÞ = k ⋅ ψrd + isd ⋅ ωe, k = Rr ⋅
Lm/σ ⋅ L2r .

The coupling term formed by isd ,we and the variable
motor parameters such as rotor resistance Rr exist in
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Figure 4: Induction motor vector control system based on active disturbance rejection control.
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Figure 3: ADRC controller structure diagram.
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disturbance w3ðtÞ, which can be estimated by ESO and com-
pensated. According to the mathematical model of the d-axis
current loop, a first-order ADRC is established to control the
d-axis current, thereby indirectly controlling the flux
linkage.

The active disturbance rejection loop controller is used
as the given iq

∗ of the torque current. The three-phase cur-
rent ia, ib, ic of the induction motor stator detected by the
current sensor is transformed by 3s/2s to obtain the two-
phase static current iα, iβ, and then transformed by 2s/2r to
obtain the currents id and iq in the two-phase rotating coor-
dinate system. The error between id and iq and the given cur-
rent is input into the active disturbance rejection controller,
and its output is Ud ,Uq,Ud ,Uq, and the inverter output
applies the DC bus voltage Udc to the induction motor in
the form of PWM waves. Control system based on active
disturbance rejection control is shown in Figure 4.

The multi-Lyapunov energy function method is used
and its expression is given. By giving each subsystem its cor-
responding energy function, instead of describing the energy
states of all subsystems with one energy function, the conser-
vatism of the conclusion can be greatly reduced and it is
closer to the actual engineering situation. Then, for the com-
plex asynchronous situation, under the assumption that
multiple asynchronous time periods may overlap with each
other, the mathematical model is first given. After stability
analysis and proof, the model-dependent residence time cri-
terion for the global asymptotically consistent stability of the
event-triggered switching system is obtained.

Considering that the existing conclusions are partly
based on the minimum dwell time, it is highly conservative.

Therefore, in this paper, studying the stability of event-
triggered switching systems based on the model-dependent
residence time criterion reduces the conservativeness of the
conclusions. Compared with other residence time criteria,
the residence time of each subsystem described by the
model-dependent residence time is different, and it is deter-
mined according to the characteristics of each subsystem,
which greatly increases the flexibility of switching rules. At
the same time, this criterion is closer to actual engineering.
In actual engineering, for a switching system, it is difficult
to guarantee the residence time of each subsystem.

2.5. Active Disturbance Rejection Control Strategy of
Induction Motor Based on Ant Colony Algorithm. Active dis-
turbance rejection control of induction motor is the main
method to reduce the noise of electrical automation control
system. In this paper, the ant colony algorithm in the simu-
lation algorithm is selected as the basis for modeling, and the
detailed analysis is given below.

The optimization process of the ant colony is shown in
Figure 5.

Ant colony algorithm is a metaheuristic algorithm pro-
posed in the background of ant foraging behavior, as shown
in Figure 6. Ant colony algorithm is to find the optimal solu-
tion for the problem to be optimized among all the feasible
solutions that constitute the problem to be optimized.

These nodes will appear in the form of node sequences.
If the k-th ant is at node i, it will select the next node j
according to the probability Pk(i,j).

Pk i, jð Þ =

τα i, jð Þ ⋅ η
βð i, jð Þ ,

〠
j∈Nk

i

τ i,jð Þ⋅ηβ i,jð Þ, When j ∈Nk
i ,

0, other:

8>>>>>><>>>>>>:
ð60Þ

Among them, Nk
i represents all the node sets that can be

selected, ηði, jÞ is an independent function ηði, jÞ = 1/f ðXÞ
that needs to be minimized, and f ðXÞ is the value of the cost
equation X. Ants will release pheromone on the path they
pass through, which is calculated by the following formula:

τk i, jð Þ =
Q
Yk

, If the kth ant goes fromnode i to node j

0, otherwise

8><>:
ð61Þ

Among them, Q is the constant of the total amount of
pheromone released by each ant, and Yk represents the pros
and cons of the k-th ant’s optimization result. In the transi-
tion probability law, each ant uses both visibility information
and pheromone density to select nodes. The visibility infor-
mation ηði, jÞ and the pheromone density τði, jÞ represent
the pros and cons of the ant located at the node i taking
the node j as the next node to pass through. The visibility

...
...

...

...

...

... ... ... ...
Start Goal

Figure 6: Traditional optimization diagram.

Food

Ant
colony

Food

Ant
colony

Foraging for
a period of

time

Figure 5: Foraging process of ant colony.
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information ηði, jÞ is generated by a function independent of
the optimization problem itself, but the pheromone density
comes from the good optimization results produced by the
ant. Therefore, the transition probability law is the embodi-
ment of the trade-off between the node visibility and the
pheromone density.

When all the ants complete their respective paths, it is
called the ant colony algorithm completes an iterative oper-
ation. At this time, the pheromone density value of the node
will be calculated according to the pheromone update law,
which is used to update the pheromone amount on the path
passed by the ant colony before.

τM+l i, jð Þ = 1 − ρð Þ × τM i, jð Þ + 〠
m

k=1
τk i, jð Þ: ð62Þ

Among them, m represents the number of ants in the ant
colony,M represents the number of iterations of the ant colony
algorithm that has been carried out, ρ is the pheromone
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Figure 7: Structure diagram of ADRC control of induction motor based on ant colony algorithm.
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Table 1: The effect of electrical automation control system based
on intelligent computer algorithm.

Number
Electrical
control

Number
Electrical
control

Number
Electrical
control

1 87.52 12 88.38 23 90.64

2 88.39 13 91.84 24 83.46

3 84.18 14 84.33 25 83.96

4 88.97 15 86.04 26 86.98

5 89.08 16 86.33 27 83.16

6 87.87 17 88.57 28 89.78

7 86.92 18 87.64 29 91.09

8 83.04 19 90.42 30 83.95

9 90.12 20 91.95 31 91.21

10 89.61 21 90.93 32 91.98

11 85.92 22 89.45 33 86.94
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Figure 9: Parameter optimization range of the new optimization
graph.
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volatilization rate, ρ ∈ ð0, 1Þ. Therefore, 1 − ρ represents the
residual rate of the pheromone after volatilization from the
M-th iterative calculation to the M+ l-th iterative calculation.
In the pheromone update law, the pheromone on the path
passed by the ants is volatilized in the next iterative calculation
by the pheromone volatilization rate ρ. In other words, the
pheromone update law is to obtain more pheromone accumu-
lation on the optimal solution.

In this paper, control structure is shown in Figure 7.
The ant colony algorithm is the active disturbance rejec-

tion controller parameters. In the ant colony active distur-
bance rejection control strategy, according to the feedback
results of the controlled object, the ant colony algorithm
completes the parameter optimization, forms a feedback
mechanism, and enhances the robustness of the control sys-
tem, as shown in Figure 8).

2.6. Ant Colony Algorithm Objective Function Model. The
parameters of the ant colony algorithm are shown in Table 1,
and the parametersm,M,M0, α, β, and ρ are set to initial values.

The ant selects a node according to the probability of the
node being selected as the next node to reach, until the ant
reaches the end point, all the selected nodes constitute a
path. The probability of a node being selected is calculated
according to the following formula:

P i, jð Þ = τα i, jð Þ · ηβ i, jð Þ
∑9

j=0τ
α i, jð Þηβ i, jð Þ

: ð63Þ

When k ants reach the end point, the update amount of
pheromone on the node selected by them will be calcu-
lated, and the update amount of pheromone will be calcu-
lated. Among them, Yk represents the quality of the
optimization result

Δτk i, jð Þ = Q
Yk

, if the kth ant passes through the node i, jð Þ,0, other:


ð64Þ

When all m ants are optimized, the pheromone on
each node will be updated as follows:

τM+1 i, jð Þ = 1 − ρð Þ · τM i, jð Þ + Δτ i, jð Þ,

Δτ i, jð Þ = 〠
m

k=1
τk i, jð Þ:

ð65Þ

The updated pheromone amount of each node will affect
the node selection of the ants in the next optimization of the
ant colony.

The method of determining the visibility of a node is as fol-
lows:

η i, jð Þ =
10 − yj − yj

∗
��� ���
10 : ð66Þ
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Figure 10: Verification of correctness of active disturbance rejection control.
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In the formula, yj represents the parameter value generated
in this optimization, and yj

∗ represents the parameter value cor-
responding to the generated optimal solution.

3. Effect Verification of Electrical Automation
Control System Based on Intelligent
Computer Algorithm

This paper builds an intelligent simulation model, the main
research goal of this paper is to study the control effect of the
control system, and then analyze the system performance
through system simulation.

Next, this paper verifies the effect of the electrical auto-
mation control system based on the intelligent computer
algorithm proposed in this paper, and counts the electrical
automatic control simulation effect of the model in this

paper. In order to simplify the calculation amount of ant col-
ony algorithm and improve the calculation accuracy, this
paper studies a new optimization graph, and the optimiza-
tion result is shown in Figure 9.

Figure 10 shows the speed and torque waveforms of sud-
den addition and sudden load shedding when the ADRC
system starts from no-load to the rated speed of 1500 r/
min. Among them, the load torque changes from no-load
to rated load at 1 s, and suddenly decreases to no-load at
1.5 s. From the simulation results, it can be seen that the
ADRC system has good performance in both dynamic and
static conditions.

In Figure 11, after 6 iterations of the ant colony algo-
rithm, the parameters no longer change, and the objective
function Yk reaches the minimum value, indicating that
the parameter optimization has achieved the optimal result,
and the corresponding parameter group is the optimal solu-
tion. The ant colony active disturbance rejection control
strategy can automatically optimize the parameters and
approach the optimal solution successively by iterative oper-
ation. Therefore, due to the self-learning ability of the ant
colony algorithm, the optimal performance will be finally
obtained through the iterative operation.

The effect of the electrical automation control system
based on the intelligent computer algorithm proposed in this
paper is counted, and the results shown in the following
Table 2 are obtained.

It can be seen from the above research that the electrical
automatic control system based on the intelligent computer
algorithm proposed in this paper has a good electrical auto-
matic control effect.

4. Conclusion

In recent years, the research on collaborative planning of
electrical interconnection systems has just begun, and there
are still many problems that need further research. How to
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Figure 11: Verification of the convergence of ant colony active disturbance rejection.

Table 2: Parameter meaning of ant colony algorithm.

Parameter Meaning

m The number of ants in the colony

M The maximum number of optimizations
of the ant colony

M0 The number of optimizations performed
by the ant colony

Q Constant coefficient

α Pheromone importance factor

β Heuristic function importance factor

ρ Pheromone volatile factor

τ i, jð Þ Pheromone value at node (i, j)

η i, jð Þ The expected degree of node i, jð Þ being selected
P i, jð Þ; the probability that node (i, j) is selected

Yk The objective function value of the kth
(k = 1, 2⋯m) ant
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consider the mutual conversion and influence mechanism of
electric load and gas load in the process of planning and
operation, how to coordinate the independence of
decision-making of different energy market entities during
planning and operation, and how to deal with the uncertain
factors caused by the independence of decision-making. In
addition to hardware, there are electrical automation soft-
ware and electrical automation systems. In order to improve
the effect of electrical automation control, this paper com-
bines the intelligent computer technology to construct the
electrical automation control system. The research shows
that the electrical automatic control system based on the
intelligent computer algorithm proposed in this paper has
a good electrical automatic control effect.
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