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In order to improve the effect of electrical automation control, this paper combines the intelligent computer technology to construct the electrical automation control system, explores the principle of the active disturbance rejection controller, and applies it to the induction motor vector control system. The active disturbance rejection controller estimates the state variables of the system and their changing trends in real time through the extended state observer, compensates them by nonlinear feedback method, and provides appropriate control signals. In addition, this paper builds the induction motor active disturbance rejection control system based on ant colony algorithm and conducts a lot of simulation analysis. The research shows that the electrical automatic control system based on the intelligent computer algorithm proposed in this paper has a good electrical automatic control effect.

1. Introduction

Industrial Control Computer is also referred to as IPC. In the field of industrial control, the computer has also been applied, which is the so-called industrial PC. Because the application environment of industrial computers is industrial control, industrial computers are different from ordinary computers and have their own unique characteristics [1]. Moreover, due to the different performance requirements of different uses, industrial computers have wider requirements for working temperature. In addition, industrial computers have better performance in terms of dust-proof, antivibration and anti-interference.

IPC does not pursue extreme hardware performance requirements, as long as it is sufficient to meet the control requirements; hardware stability is the key to IPC, which is much higher than that of ordinary computers [2].

The power system consists of three parts: the power source, the power network, and the load. Electric energy generated by power generation equipment is transmitted to users through the power network [3]. The natural gas system mainly includes natural gas pipelines, compressor stations, pressure regulating valves, and valves. Natural gas is input into pipelines from supply sources, and then, transported to users through the natural gas pipeline network. The pressure regulating valve is mainly used to control the pressure of different nodes in the natural gas pipeline network, and the natural gas flow can be adjusted by changing the position of the valve spool [4]. The integrated energy system of electrical interconnection is formed by coupling gas turbines and P2G equipment. At present, in the planning and operation of the electrical interconnection system, there are not many studies on the location and capacity of P2G equipment and gas turbine units [5]. The operation planning of the electrical interconnection system usually takes the coordinated operation of each subsystem as the planning premise, considers the respective operational constraints of the electrical system, and then designs the objective function that minimizes the sum of the investment cost and the operating cost to complete the modeling of the electrical interconnection system. [6].

The so-called configuration software is actually a software system that communicates with the control system and is responsible for the real-time data acquisition and monitoring of the system. The English abbreviation of configuration software is SCADA, which means monitoring
and data acquisition [7]. Configuration software first originated from industrial control computers. The communication function of configuration software is very powerful, almost all control devices can find configuration software that can communicate with it, which makes the application range of configuration software very wide, configuration software allows users to customize the interface of the control system, and can create complex configuration software. The dynamic monitoring screen of the real-time control system, completes the real-time monitoring of the process of the control system through real-time communication connection, and has functions such as alarming, recording historical data, and simulation [8]. The so-called field bus is actually a network, which connects field devices, field controllers, sensors, various terminals, etc., and realizes fast, efficient, regulated, reliable, and simple field data exchange through certain standard communication methods or pass [9]. Full digitization is one of the characteristics of fieldbus control technology. The wiring rules of fieldbus technology are very simple. Under the master control system, the master device only needs to lead out a cable, connect it to the input end of the fieldbus slave device, and then, connect the output end of the slave device to the next bus slave. The input terminal of the station device, connect all the slave devices in turn [10]. Now there are many programmable controllers with fieldbus master control functions, which can easily form a system with bus-type control equipment, making the wiring, installation and maintenance of the system more concise, reducing costs, improving stability, and simplifying program development [11]. The motion controller is the core control device for the servo drive, which can realize multiaxis motion control by connecting multiple sets of servo systems. Different from the pulse control method of the traditional servo system, the current mainstream motion controller adopts the field bus structure, which can make the entire servo control system faster and more reliable, and at the same time, the wiring is simpler and easier to expand [12]. Common international standard field buses are CANopen bus, PROFIBUS bus, EtherCAT bus, and SERCOS bus. Bus-type motion controllers are generally embedded with multiaxis motion control functions such as electronic cams, flying shears, and virtual axes. Of course, they can also realize single-axis speed and position control, which has wide application value in multiaxis motion control occasions.

The electrical automatic control system of the industrial production process is an indispensable basic production facility in various fields, and its core is the electric drive technology and digital control technology. With the high development of computer technology, transmission control technology, and high-power industrial electronic technology, AC electric transmission control technology has now developed to a relatively mature stage [13]. Compared with more traditional electrical equipment such as DC motors, the advantages of AC motor equipment are high single-unit capacity (kVA), low rotational transmission inertia, high transmission efficiency, and optimized structure, wide performance adjustment range and reliable operation. After years of development, the performance of AC drive equipment has surpassed the typical performance of DC drive equipment at many levels. There is a rapid development trend of generally adopting AC drive equipment to replace the previous DC drive equipment [14]. In terms of the main equipment and auxiliary electric drive of the mechanical product production line, developed countries have taken the lead in replacing the DC system with AC speed control equipment.

The design of the host control system station, hereinafter referred to as the master station, should be based on intrinsically safe PLC, and then, start to select other hardware, including power modules and host computers; the selected hardware must be able to meet the basic functional requirements, and must have extended The basic requirements are to have a display interface, a control interface, the display interface includes monitoring and dynamic analysis, and the control interface has basic buttons, indicator lights, etc. [15]. The design of the slave control system station, hereinafter referred to as the slave station, the most important thing for the slave station is to collect data, analyze the data, and send the results to the master station, and it must have a distinguishing function itself. In the local situation, there must be automatic control features. For the realization of this series of functions, the selection of sensor hardware is particularly important. It is related to whether the fault can be checked, directly related to the stability and reliability of the function, and even related to the quality of the product. Therefore, the selection of sensors should be considered comprehensively. Starting from its own stability, reliability, power supply, data acquisition accuracy, etc. [16]; in addition to sensors, there must be special requirements for the customization of the control cabinet, because there is a pressure difference in the mine, the selection of the control cabinet is also a challenge [17].

The traditional ADRC has a defect; that is, the control effect is directly related to the selection of the internal parameters of the controller, and according to the different controlled objects, the direction and size of the parameter setting are uncertain, which makes the parameter setting difficult and limits the automatic control of popularization and practicality of disturbance rejection controller.

In order to improve the dynamic performance of the speed control system, this paper introduces the active disturbance rejection technology into the induction motor vector control system, trying to reduce the dependence of the traditional controller design on the controlled object and overcome the disadvantages of the controlled motor parameter change, modeling error, and load disturbance. The core of ADRC is to regard the unmodeled dynamics and unknown external disturbance of the system as the "total disturbance" of the system and to estimate and compensate accordingly.

The ant colony algorithm is used as a parameter optimization mechanism, and is added to the induction motor ADRC control system based on ADRC. Using the distributed search and parallel computing capabilities of the ant colony algorithm, the induction motor ADR control system based on the ant colony algorithm has the self-learning ability of automatic parameter optimization.

This paper builds the induction motor active disturbance rejection control system based on ant colony algorithm, and conducts a lot of simulation analysis.
2. Design of Electrical Automation Control System

In the process of electrical automation control, the electrical function structure analysis is carried out through intelligent modeling, and the electrical automation control model is modeled and analyzed below.

2.1. Introduction to the System Principle of Induction Motor Vector Control. The induction motor is an indispensable part of the electrical automation control system, and the model of this part is modeled first.

When the mathematical model of the induction motor is established, some necessary and reasonable simplifying assumptions are often made for the convenience of analysis:

(1) The magnetic circuit is not saturated, and there is no adverse effect of hysteresis and eddy current. The skin effect generated by high-frequency current in the iron core and the wire is ignored, and the temperature rise and skin effect are ignored, which leads to the change of winding resistance

(2) The magnetic circuit of the motor is linear, and the self-inductance and mutual inductance of the motor remain constant

(3) The straight axis and the quadrature axis in the motor structure are strictly vertical according to the standard

(4) The magnetic potential is sinusoidally distributed

The three-phase induction motor model is shown in Figure 1.

The voltage equation of the three-phase stator winding is

\[
\begin{align*}
  u_A &= i_A R_s + \frac{d\psi_A}{dt}, \\
  u_B &= i_B R_s + \frac{d\psi_B}{dt}, \\
  u_C &= i_C R_s + \frac{d\psi_C}{dt}.
\end{align*}
\]

In the same way, the voltage equation after the three-phase rotor winding is converted to the stator side is

\[
\begin{align*}
  u_a &= i_a R_s + \frac{d\psi_a}{dt}, \\
  u_b &= i_b R_s + \frac{d\psi_b}{dt}, \\
  u_c &= i_c R_s + \frac{d\psi_c}{dt}.
\end{align*}
\]

Therefore, the voltage equation in matrix form is

\[
\begin{pmatrix}
  U_A \\
  U_B \\
  U_C \\
  U_a \\
  U_b \\
  U_c
\end{pmatrix} =
\begin{pmatrix}
  R_s & 0 & 0 & 0 & 0 & 0 \\
  0 & R_s & 0 & 0 & 0 & 0 \\
  0 & 0 & R_s & 0 & 0 & 0 \\
  0 & 0 & 0 & R_t & 0 & 0 \\
  0 & 0 & 0 & 0 & R_t & 0 \\
  0 & 0 & 0 & 0 & 0 & R_t
\end{pmatrix}
\begin{pmatrix}
  i_A \\
  i_B \\
  i_C \\
  i_a \\
  i_b \\
  i_c
\end{pmatrix} +
\begin{pmatrix}
  \frac{d\psi_A}{dt} \\
  \frac{d\psi_B}{dt} \\
  \frac{d\psi_C}{dt} \\
  \frac{d\psi_a}{dt} \\
  \frac{d\psi_b}{dt} \\
  \frac{d\psi_c}{dt}
\end{pmatrix}.
\]

(3)

The flux linkage is the sum of the self-induction flux linkage and the mutual induction flux linkage. Therefore, the flux linkage equation is

\[
\begin{align*}
  \psi_A &= L_{AA} i_A + L_{AB} i_B + L_{AC} i_C + L_{Ad} i_a + L_{Bd} i_b + L_{Cd} i_c, \\
  \psi_B &= L_{BA} i_A + L_{BB} i_B + L_{BC} i_C + L_{Ba} i_a + L_{Bb} i_b + L_{Cb} i_c, \\
  \psi_C &= L_{CA} i_A + L_{CB} i_B + L_{CC} i_C + L_{Ca} i_a + L_{Cb} i_b + L_{Cc} i_c, \\
  \psi_a &= L_{aA} i_A + L_{aB} i_B + L_{aC} i_C + L_{ka} i_a, \\
  \psi_b &= L_{bA} i_A + L_{bB} i_B + L_{bC} i_C + L_{kb} i_b, \\
  \psi_c &= L_{cA} i_A + L_{cB} i_B + L_{cC} i_C + L_{kc} i_c.
\end{align*}
\]

(4)

In the formula, \( L \) is the 6 \times 6 inductance matrix. \( L_{AB} \) Lab represents the mutual induction between A and B and other analogies.

The magnetic flux of a certain phase winding of the motor includes the leakage flux that does not pass through the air gap. The other type is the mutual induction flux passing through the air gap, and the mutual induction magnetic flux dominates.

The flux linkage equation (4) is substituted into the voltage equation (3) to obtain the voltage equation:

\[
\begin{align*}
  u &= Ri + p(Li) = Ri + L(di/dt) + (dL/dt)i = Ri + L(di/dt) + (dL/d\theta)\omega_i.
\end{align*}
\]

(5)
In the formula, \( L(di/dt) \) belongs to the pulsating electromotive force in the electromagnetic induction electromotive force, and \( (dl/dt)\omega_i \) belongs to the rotating electromotive force that is proportional to \( \omega_i \) in the electromagnetic induction electromotive force.

The equation of motion of the motor is

\[
T_e = T_L + \frac{1}{P_n} \frac{d\omega_r}{dt} + \frac{\eta}{P_n} \omega_r, \tag{6}
\]

According to the principle of electromechanical energy conversion, the electromagnetic torque of the three-phase asynchronous motor can be obtained as:

\[
T_e = P_n J \omega_r \left[ (i_A l_A + i_B l_B + i_C l_C) \sin \theta + (i_A l_B + i_B l_A + i_C l_C) \sin (\theta + 120^\circ) \right. \\
\left. + (i_A l_C + i_B l_A + i_C l_B) \sin (\theta - 120^\circ) \right]. \tag{7}
\]

That is, the drag torque is a multivariable, nonlinear and strongly coupled function.

Equation Formulas (4), (5), (6), (7) are summed up to form the mathematical model of the three-phase induction motor in the ABC coordinates.

2.2. Coordinate Transformation Matrix. For the electrical automation control system, the coordinate transformation matrix is the control core algorithm of the overall model. In this paper, the series control of each functional structure is realized through the coordinate transformation matrix.

The research method of coordinate transformation is used to convert \( i_A, i_B, i_C \) in the three-phase static coordinate system to \( i_d, i_q \) in the two-phase static coordinate system, and further convert it into \( i_d, i_q \) in any two-phase rotating coordinate system, and mutual conversion in the three coordinate systems. It is easy to analyze and control the induction motor through the transformation of the coordinate system. The transformation matrix \( C_{3\rightarrow2} \), for converting the three-phase stationary coordinate system to the two-phase stationary coordinate system is

\[
C_{3\rightarrow2} = \sqrt{\frac{2}{3}} \begin{bmatrix}
1 & -1 & -1 \\
\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} \\
0 & \frac{1}{\sqrt{3}} & -\frac{1}{\sqrt{3}}
\end{bmatrix}. \tag{8}
\]

That is,

\[
\begin{bmatrix} i_d \\ i_q \end{bmatrix}^T = C_{3\rightarrow2} \begin{bmatrix} i_A \\ i_B \\ i_C \end{bmatrix}^T. \tag{9}
\]

Its inverse transformation matrix \( C_{2\rightarrow3} \) is

\[
C_{2\rightarrow3} = \sqrt{\frac{2}{3}} \begin{bmatrix}
1 & 0 & 0 \\
-1/2 & \sqrt{3}/2 & 0 \\
-1/2 & -\sqrt{3}/2 & 0
\end{bmatrix}. \tag{10}
\]

That is

\[
\begin{bmatrix} i_A \\ i_B \\ i_C \end{bmatrix}^T = C_{2\rightarrow3} \begin{bmatrix} i_d \\ i_q \end{bmatrix}^T. \tag{11}
\]

The transformation matrix \( C_{2\rightarrow3} \) from the two-phase stationary coordinate system to the two-phase rotating coordinate system is

\[
C_{2\rightarrow3} = \begin{bmatrix}
\cos \phi & \sin \phi \\
-\sin \phi & \cos \phi
\end{bmatrix}. \tag{12}
\]

That is,

\[
\begin{bmatrix} i_d \\ i_q \end{bmatrix}^T = C_{2\rightarrow3} \begin{bmatrix} i_A \\ i_B \end{bmatrix}^T. \tag{13}
\]

Its inverse transformation matrix \( C_{3\rightarrow2} \) is

\[
C_{3\rightarrow2} = \sqrt{\frac{2}{3}} \begin{bmatrix}
\cos \phi & \sin \phi \\
\cos (\phi - 120^\circ) & -\sin (\phi - 120^\circ) \\
\cos (\phi + 120^\circ) & -\sin (\phi + 120^\circ)
\end{bmatrix}. \tag{14}
\]

That is,

\[
\begin{bmatrix} i_A \\ i_B \\ i_C \end{bmatrix}^T = C_{3\rightarrow2} \begin{bmatrix} i_d \\ i_q \end{bmatrix}^T. \tag{15}
\]

This paper chooses the multi-Lyapunov energy function method, which can reduce the conservativeness of the conclusions of this paper. Compared with the general single Lyapunov function method, this method has better performance and is more flexible. The multi-Lyapunov function method can be described by the following mathematical formula:

\[
V_{\sigma(t),\xi(t)}(t) = \xi^T(t)P_{\sigma(t),\xi(t)}\xi(t), \tag{16}
\]

where \( V_{\sigma(t)}(t) \) and \( V_{\xi(t)}(t) \) correspond to the energy subfunction of the \( \sigma \) subsystem.
This form of Lyapunov function expression, with most existing ones having only one corresponding energy function for all subsystems, our results will be less conservative. Lyapunov functions of the above form are called multiple Lyapunov functions. For such a Lyapunov function, the following assumption is usually made: at the switching moment, the energy function is abruptly upwards. Therefore, to ensure the stable state of the entire switching system is to ensure that in the process of multiple switching, even if the switching energy increases each time, the stable state of the entire event-triggered switching system is achieved by restricting the model-dependent dwell time.

Suppose the $i$-th subsystem is active for model-dependent dwell time $[t_i, t_{i+1})$ and the $j$-th subsystem is active for model-dependent dwell time $[t_{j-1}, t_j)$. For a given scalar $u_i > 1, 0 < v_i < 1, t_k$ and $u_i > 1, 0 < v_i < 1, t_k$ represent the sample point, $t_i + T_i$ represents another switching point in the switching interval $[t_i, t_{i+1})$. According to the above assumptions, the corresponding mathematical models are

$$t_i \left\| x(t) \right\|^2 \leq V_{a(1),b(1)}(t) \leq t_2 \left\| x(t) \right\|^2,$$

$$V_{a(1),b(1)}(t) \leq a_{a(1),b(1)} V_{a(1),b(1)}(t) - \Gamma(t),$$

$$V_{a(1),b(1)}(t) \leq a_{a(1),b(1)} V_{a(1),b(1)}(t) - \Gamma(t),$$

$$t \in S_1, S_2 = \{ t | \forall t \in (t_k, t_{k+1}), t_k \in [t, t_{i+1}) \},$$

$$t \in S_1, S_2 = \{ t | \forall t \in (t_k, t_k), t_k < t_k \},$$

$$V_{a(1),b(1)}(t) \leq \beta_{a(1)} V_{a(1),b(1)}(t) - \Gamma(t),$$

$$V_{a(1),b(1)}(t) \leq \beta_{a(1)} V_{a(1),b(1)}(t) - \Gamma(t),$$

$$t \notin S_1 \cup S_2,$$

$$V_{a(1),b(1)}(t) \leq \mu_{a(1)} V_{a(1),b(1)} = \mu_{a(1)}(t_i + T_i) - \gamma \omega^T(t) \omega(t).$$

The flux linkage equation in the two-phase stationary coordinate $a\beta$ is

$$\psi_{ia} = L_{ia} i_{ia} + L_{ia} i_{ia},$$

$$\psi_{ib} = L_{ib} i_{ib} + L_{ib} i_{ib},$$

$$\psi_{ra} = L_m i_{ra} + L_r i_{ra},$$

$$\psi_{rb} = L_m i_{rb} + L_r i_{rb}.$$

The voltage equation is

$$\begin{bmatrix} u_{ia} \\ u_{ib} \\ u_{ra} \\ u_{rb} \end{bmatrix} = \begin{bmatrix} R_s + L_p & 0 & L_m p & 0 \\ 0 & R_s + L_p & 0 & L_m p \\ L_m p & \omega L_m & R_p + L_p & \omega L_r \\ -\omega L_m & L_m p & -\omega L_r & R_p + L_p \end{bmatrix} \begin{bmatrix} i_{ia} \\ i_{ib} \\ i_{ra} \\ i_{rb} \end{bmatrix}.$$

The torque equation is

$$T_e = p_m L_m (i_{ib} i_{ra} - i_{ia} i_{rb}).$$

The formula (21), formula (25), and formula (26) are combined to form the mathematical model of the induction motor in the two-phase stationary $a\beta$ coordinate system.

Stator current and rotor flux linkage are selected as the state of induction motor electromagnetic system, $x = [i_{sd} \quad i_{sq} \quad \psi_{rd} \quad \psi_{rq}]^T$. The stator voltage is taken as the control variable, $u = [u_{sd} \quad u_{sq}]^T$. The following state equation can be sorted out:

$$\begin{bmatrix} i_{sd} \\ i_{sq} \\ \psi_{rq} \\ \psi_{rd} \end{bmatrix} = \begin{bmatrix} \left( \frac{R_s}{\delta L_s} + \frac{1 - \delta}{\delta T_r} \right) & 0 & -\omega \frac{L_m}{\delta L_r} & \omega \frac{L_m}{\delta L_r} \\ 0 & -\omega \frac{1}{\delta T_r} & \frac{L_m}{\delta L_r} & 0 \\ \frac{L_m}{\tau_r} & 0 & -\frac{1}{\tau_r} & 0 \\ 0 & \frac{L_m}{\tau_r} & 0 & -\frac{1}{\tau_r} \end{bmatrix} \begin{bmatrix} i_{sd} \\ i_{sq} \\ \psi_{rq} \\ \psi_{rd} \end{bmatrix} + \begin{bmatrix} 1 \delta L_s \\ 0 \\ 0 \\ 0 \end{bmatrix} \begin{bmatrix} u_{sd} \\ u_{sq} \end{bmatrix}.$$
Among,
\[
\tilde{\lambda} = \max_{i \in \varepsilon} \{ \ln \mu / \tau_i + \ln v / \tau_j - a_{i0} \},
\]
\[
\hat{\lambda} = \max_{i \in \varepsilon} \{ \ln v / \tau_i - a_{i1} \},
\]
\[
\bar{\lambda} = \max_{i \in \varepsilon} \{ \ln v / \tau_i + \beta_i \},
\]
(29)
and \(\tilde{\lambda}, \hat{\lambda}, \bar{\lambda}\) satisfies inequality:
\[
\max \left\{ \tilde{\lambda}, \hat{\lambda}, \bar{\lambda} \right\} < \lambda < 0.
\]
(30)

Then, the filter error system is GUES. Consider \(t \in (t_i + T \tau, t_{i+1})\), \(i \in \varepsilon,\)
\[
V_{\sigma(t)}(t) \leq v_{t_i} \left[ -a_{i0} \tilde{T}_i - a_{i1} \tilde{T}_i + \beta_i \tilde{T}_i \right] V_{\sigma(t)}(t) - v_{t_i} t_i^{\tau_i} \int_{t_i}^{t} \left[ -a_{i0} \tilde{T}_i - a_{i1} \tilde{T}_i + \beta_i \tilde{T}_i \right] V_{\sigma(t)}(t) + \mu v_{t_i}^{\tau_i} \int_{t_i}^{t} \left[ -a_{i0} \tilde{T}_i - a_{i1} \tilde{T}_i + \beta_i \tilde{T}_i \right] V_{\sigma(t)}(t) \leq \mu v_{t_i}^{\tau_i} \int_{t_i}^{t} \left[ -a_{i0} \tilde{T}_i - a_{i1} \tilde{T}_i + \beta_i \tilde{T}_i \right] V_{\sigma(t)}(t)
\]
(31)

If \(\omega(t) = 0\), then \(\Gamma(t) > 0\), inequality holds
\[
V_{\sigma(t)}(t) \leq \Pi \mu v_{t_i}^{\tau_i} \exp \left( -a_{i0} \tilde{T}_i - a_{i1} \tilde{T}_i + \beta_i \tilde{T}_i \right) V_{\sigma(t)}(t)
\]
(32)

By inequalities (28) and (29), we get
\[
V_{\sigma(t)}(t) \leq \exp \left( \lambda(t - t_0) \right) V_{\sigma(t)}(t_0)
\]
(33)

where \(t \to 0\) and \(V_{\sigma(t)}(t_0)\) converges to 0.

Feed it a signal \(v(t)\) and it will give two outputs \(x_1(t)\) and \(x_2(t)\), where \(x_1(t)\) tracks the input signal and \(x_2(t)\) is the differential of \(x_1(t)\). \(x_2(t)\) is actually the generalized differential of \(v(t)\).

According to the capacity of the object, a reasonable transition process \(x_1(t)\) is arranged, which is also a way to improve the robustness of the regulator.

The system is considered as:
\[
\dot{x}_1 = x_2,
\]
(34)
\[
\dot{x}_2 = f(x_1, x_2, t) + b \cdot u,
\]
(35)
\[
y = x_1.
\]
(36)

If \(f(x_1, x_2, t)\) is known, its observer can be designed as:
\[
\dot{\varepsilon}_1 = z_1 - y,
\]
(37)
\[
\dot{\varepsilon}_2 = f(z_1, z_2, t) - \beta \cdot \varepsilon_1 + b \cdot u.
\]
(38)

However, in many cases, \(f(x_1, x_2, t)\) is not known, and when \(f(x_1, x_2, t)\) is not known, \(f(x_1, x_2, t)\) is regarded as a disturbance. We set \(x_3 = f(x_1, x_2, t), \dot{x}_3 = g(x_1, x_2, t)\), then, \(g(x_1, x_2, t)\) is also an unknown function, so the system equation becomes
\[
\dot{x}_1 = x_2,
\]
(39)
\[
\dot{x}_2 = x_3 + b \cdot u,
\]
(40)
\[
\dot{x}_3 = g(x_1, x_2, t),
\]
(41)
\[
y = x_1.
\]
(42)

The corresponding state observer becomes
\[
\dot{\varepsilon}_1 = z_1(k) - y(k),
\]
(43)
\[
\dot{z}_1(k + 1) = z_1(k) + T \cdot (z_2(k) - \beta \cdot \varepsilon_1(k)),
\]
(44)
\[
\dot{z}_2 = -\beta \cdot \varepsilon_1(k) + b \cdot u
\]
(45)
\[
\dot{z}_3 = -\beta \cdot \varepsilon_1(k).
\]
(46)

Among them, there is
\[
\varepsilon(k, k) = \begin{cases} |e|^a \cdot \text{sign}(e), & |e| > \delta, \\ \varepsilon \cdot \delta^{a-1}, & |e| \leq \delta. \end{cases}
\]
(47)

The expanded state \(z_3\) can make a good estimate of the "real-time effect" \(f(x_1, x_2, t)\) of the "unknown perturbation". Therefore, the system (37) is referred to as the extended state observer of the system (34).

The use of nonlinear feedback has many efficient properties: For a first-order error system, there is
\[
\frac{de}{dt} = w + u.
\]
(48)
When there is $|e| < w_0/k$, there is $d^2 e/dt^2 < 0$; that is, the steady-state error of the system is less than $w_0/k$, and the steady-state error is inversely proportional to the feedback gain $k$ under linear feedback conditions.

When there is $|e| > w_0/k$, there is $d^2 e/dt^2 < 0$; therefore, the steady-state error of the system is less than $(w_0/k)^{1/a}$. When $a < 1$, the steady-state error of nonlinear feedback control will be reduced exponentially compared with linear feedback control.

In the nonlinear error feedback system, its dynamic process is fast, $a > 0$. This formula has a general solution:

$$e(t) = \begin{cases} 
\text{sign}(e_0) \cdot \left( |e_0|^1 - a + (1 - a)|e_0|^a \right)^{1/a}, & \text{if } a > 1 \\
\text{sign}(e_0) \cdot \left( |e_0|^1 - a + (1 - a)|e_0|^a \right)^{1/a} \cdot e^{-kt}, & \text{if } a = 1 \\
\text{sign}(e_0) \cdot \left( |e_0|^1 - a + (1 - a)|e_0|^a \right)^{1/a}, & \text{if } 0 < a < 1 \\
\text{sign}(e_0) \cdot \left( |e_0|^1 - a + (1 - a)|e_0|^a \right)^{1/a} \cdot e^{-kt}, & \text{if } a < 0
\end{cases}$$

When $a$ takes different values, we can get

$$u = -k \cdot |e|^a \cdot \text{sign}(e)$$

When $a > 1$, Error to $1/(kt)^{1/\alpha-1}$ Velocity attenuation of ;

$$u = -k \cdot |e|^a$$

Exponential decay of velocity ;

When $a < 1$, stay $t = |e_0|^{1-a}k \cdot (1 - a)$ At time, the error attenuation decreases to 0 in a finite time, which is a finite time attenuation.

$$u = -k \cdot |e|^a \cdot \text{sign}(e)$$

When $a < 1$, $u$ is called nonsmooth feedback when there is $0 \leq a < 1$.

Figure 2 shows the structure diagram of the second-order ADRC controller. Among them, $v_0$ is the system given, $x_1$ is the transition process arranged by the tracking differentiator, and $x_2$ is the differentiation of $x_1$. After "compensation", the control variable $u$ finally acts on the controlled object, $y$ is the actual output of the system, and $w$ is the synthesis of various "disturbances" in the system. The "error integral" feedback is no longer required here. The significance of ADRR lies in the compensation term $-z_2(t)/b$.

To sum up, we can get the design method of ADRC, namely "ADRC algorithm". Since the actual control is realized by a microprocessor.

In this case, for any switching signal satisfying (29), the filter error system is GUES. If $-\infty$ in the initial state of 0, $\Omega \leq 0$,
So, there are

\[
\sum_{t_0=0}^{t_1} \int_{t_0}^{t_1+1} \mu_i^{N(t_0)} V_i^{(t_0,t)} \times \exp \left( -a_{i0} \tilde{T}_i - a_{i1} \tilde{T}_i + \beta_i \tilde{T}_i \right) e^T(s)e(s) ds \leq \\
\sum_{t_0=0}^{t_1} \int_{t_0}^{t_1+1} \gamma_i^{N(t_0)} V_i^{(t_0,t)} \times \exp \left( -a_{i0} \tilde{T}_i - a_{i1} \tilde{T}_i + \beta_i \tilde{T}_i \right) \omega^T(s) \omega(s) ds.
\]

\begin{equation}
(50)
\end{equation}

Notice that \( \bar{T}_i / r_i \leq T_i / r_i \), and \( 0 \leq N(t_0, t) \leq T_i / r_i \), \( J_i = t - t_0 \). So there are:

\[
\sum_{t_0=0}^{t_1} \int_{t_0}^{t_1+1} \mu_i^{T_i / r_i} V_i^{T_i / r_i} \times \exp \left( -a_{i0} \tilde{T}_i - a_{i1} \tilde{T}_i + \beta_i \tilde{T}_i \right) e^T(s)e(s) ds \leq \\
\sum_{t_0=0}^{t_1} \int_{t_0}^{t_1+1} \mu_i^{T_i / r_i} V_i^{T_i / r_i} \times \exp \left( -a_{i0} \tilde{T}_i - a_{i1} \tilde{T}_i + \beta_i \tilde{T}_i \right) \gamma_2 \omega^T(s) \omega(s) ds
\]

\begin{equation}
(51)
\end{equation}

\[
\sum_{t_0=0}^{t_1} \int_{t_0}^{t_1+1} \exp \left( \tilde{T}_i \tilde{T}_i \tilde{T}_i \tilde{T}_i \tilde{T}_i \tilde{T}_i \right) \times \exp \left( -a_{i0} \tilde{T}_i - a_{i1} \tilde{T}_i + \beta_i \tilde{T}_i \right) e^T(s)e(s) ds \leq \\
\sum_{t_0=0}^{t_1} \int_{t_0}^{t_1+1} \exp \left( \tilde{T}_i \tilde{T}_i \tilde{T}_i \tilde{T}_i \tilde{T}_i \right) \times \exp \left( -a_{i0} \tilde{T}_i - a_{i1} \tilde{T}_i + \beta_i \tilde{T}_i \right) \gamma_2 \omega^T(s) \omega(s) ds
\]

\begin{equation}
(52)
\end{equation}

So we get

\[
\int_{t_0}^{t_1} \exp \left( \eta(t-s) \right) e^T(s)e(s) ds \leq \int_{t_0}^{t_1} \exp \left( \lambda(t-s) \right) \gamma_2 \omega^T(s) \omega(s) ds.
\]

\begin{equation}
(53)
\end{equation}

Obviously, inequality (50) can be transformed into inequality (51):

\[
\int_0^{\infty} \exp \left( \eta(t-s) \right) e^T(s)e(s) ds \leq \int_0^{\infty} \exp \left( \lambda(t-s) \right) \gamma_2 \omega^T(s) \omega(s) ds,
\]

\begin{equation}
(54)
\end{equation}

get \( \eta < \lambda \), and

\[
\int_0^{\infty} \exp \left( \eta(t-s) \right) e^T(s)e(s) ds \leq \int_0^{\infty} \exp \left( \lambda(t-s) \right) e^T(s)e(s) ds,
\]

\[
\int_0^{\infty} \exp \left( -\eta s \right) e^T(s)e(s) ds \leq \int_0^{\infty} \exp \left( -\lambda s \right) \gamma_2 \omega^T(s) \omega(s) ds,
\]

\[
\int_0^{\infty} \exp \left( -\eta s \right) e^T(s)e(s) ds \leq \int_0^{\infty} \gamma_2 \omega^T(s) \omega(s) ds.
\]

\begin{equation}
(55)
\end{equation}

2.4. Active Disturbance Rejection Control Strategy of Induction Motor. The entire induction motor control system can be decomposed into two subsystems: flux linkage and rotational speed. Due to the influence of the coupling effect, the flux link will interact, and the dynamic performance of the induction motor is inevitably affected. The mutual coupling between the flux link and the speed loop and the model disturbance caused by the parameter change can be treated as the disturbance of the system. We use the decoupled control variable \( u_{ed}, u_{sq} \) to decouple the rotation speed \( \omega_r \) of the flux linkage \( \Psi_{ed} \), respectively.

The design of the speed loop ADR controller The mathematical model of the induction motor speed loop is

\[
\dot{\omega}_r = k \cdot \psi_{rd} \cdot i_{sq} - \omega_r(t).
\]

\begin{equation}
(56)
\end{equation}

Among them, there is \( \omega_r(t) = -P_n \cdot T_L / J \).

Both the load torque \( T_L \) and the moment of inertia \( J \) will change with different working conditions to form unknown disturbances. In the actual operation process, the variation range is large, which has a great influence on the speed performance. According to the characteristics of ADRC, \( \omega_r(t) \) can be regarded as an unknown disturbance, which can be compensated by real-time estimation of the extended
observer. A first-order ADRC control of the speed loop is considered, and its structure is shown in Figure 3.

The corresponding first-order ADRC controller equation is

\[
\begin{align*}
TD: & \quad x_1(k+1) = x_1(k) + T \cdot x_2(k), \\
x_2(k+1) = x_3(k) + T \cdot f_s(x_1(k) - u(k), x_2(k), r, h),
\end{align*}
\]

\[
\begin{align*}
ESO: & \quad z_1(k+1) = z_1(k) + T \cdot (z_3(k) - \beta_1 \cdot f_a(x(k), \alpha_1, \delta_1)) + b \cdot u(k), \\
z_2(k+1) = z_2(k) - T \cdot \beta_2 \cdot f_a(x(k), \alpha_1, \delta_1),
\end{align*}
\]

\[
\begin{align*}
NLSEF: & \quad u_0(k) = \beta_3 \cdot f_a(x_1(k), \alpha_2, \delta_2), \\
u(k) = u_0(k) - z_2(k)/b.
\end{align*}
\]

In ESO, \(z_2\) can well estimate disturbance \(\omega_1(t)\) and some unmodeled disturbances, and in NLSEF, we compensate the control signal of the system, so that the speed of induction motor can be approximately simplified to a first-order linear object. It realizes the mathematical fitting of the empirical knowledge of the control engineering field "large error, small gain, small error, large gain" through nonlinear feedback, which improves the dynamic performance and robustness of the ADRC.

The mathematical model of the q-axis current loop of the induction motor is

\[
\begin{align*}
\dot{i}_{sq} &= -k \cdot i_{sq} + \omega_2(t) + \frac{1}{\sigma} \cdot u_{sq}, \\
\text{Among them, there is } \omega_2(t) &= -L_m/\sigma \cdot L_r \cdot \psi_{rd} \cdot \omega_r - i_{sd} \cdot \omega_c.
\end{align*}
\]

Therefore, the current loop still adopts the first-order ADRC, and its design is similar to the speed loop.

The mathematical model of the d-axis current loop of the induction motor is

\[
\begin{align*}
\dot{i}_{sd} &= -k \cdot i_{sd} + \omega_3(t) + u_{sd}/\sigma. \\
\text{Among them, there is } \omega_3(t) &= k \cdot \psi_{rd} + i_{sd} \cdot \omega_e, k = R_e \cdot L_m/\sigma \cdot L_r^2.
\end{align*}
\]

The coupling term formed by \(i_{sd}, \omega_e\) and the variable motor parameters such as rotor resistance \(R_e\) exist in
disturbance $u_d(t)$, which can be estimated by ESO and compensated. According to the mathematical model of the $d$-axis current loop, a first-order ADRC is established to control the $d$-axis current, thereby indirectly controlling the flux linkage.

The active disturbance rejection loop controller is used as the given $i_q^*$ of the torque current. The three-phase current $i_d, i_q, i_r$ of the induction motor stator detected by the current sensor is transformed by 3s/2s to obtain the two-phase static current $i_d^*, i_q^*$, and then transformed by 2s/2r to obtain the currents $i_d$ and $i_q$ in the two-phase rotating coordinate system. The error between $i_d$ and $i_q$ and the given current is input into the active disturbance rejection controller, and its output is $U_d, U_q, U_d^*, U_q^*$, and the inverter output applies the DC bus voltage $U_{dc}$ to the induction motor in the form of PWM waves. Control system based on active disturbance rejection control is shown in Figure 4.

The multi-Lyapunov energy function method is used and its expression is given. By giving each subsystem its corresponding energy function, instead of describing the energy states of all subsystems with one energy function, the conservativeness of the conclusion can be greatly reduced and it is closer to the actual engineering situation. Then, for the complex asynchronous situation, under the assumption that multiple asynchronous time periods may overlap with each other, the mathematical model is first given. After stability analysis and proof, the model-dependent residence time criterion for the global asymptotically consistent stability of the event-triggered switching system is obtained.

Considering that the existing conclusions are partly based on the minimum dwell time, it is highly conservative. Therefore, in this paper, studying the stability of event-triggered switching systems based on the model-dependent residence time criterion reduces the conservativeness of the conclusions. Compared with other residence time criteria, the residence time of each subsystem described by the model-dependent residence time is different, and it is determined according to the characteristics of each subsystem, which greatly increases the flexibility of switching rules. At the same time, this criterion is closer to actual engineering. In actual engineering, for a switching system, it is difficult to guarantee the residence time of each subsystem.

2.5. Active Disturbance Rejection Control Strategy of Induction Motor Based on Ant Colony Algorithm. Active disturbance rejection control of induction motor is the main method to reduce the noise of electrical automation control system. In this paper, the ant colony algorithm in the simulation algorithm is selected as the basis for modeling, and the detailed analysis is given below.

The optimization process of the ant colony is shown in Figure 5.

Ant colony algorithm is a metaheuristic algorithm proposed in the background of ant foraging behavior, as shown in Figure 6. Ant colony algorithm is to find the optimal solution for the problem to be optimized among all the feasible solutions that constitute the problem to be optimized.

These nodes will appear in the form of node sequences. If the $k$-th ant is at node $i$, it will select the next node $j$ according to the probability $P_k(i,j)$.

$$P_k(i,j) = \begin{cases} \frac{\tau^a(i,j) \cdot \eta}{\beta^*(i,j)}, & \text{When } j \in N^k_i, \\ 0, & \text{other.} \end{cases}$$

Among them, $N^k_i$ represents all the node sets that can be selected, $\eta(i, j)$ is an independent function $\eta(i, j) = 1/f(X)$ that needs to be minimized, and $f(X)$ is the value of the cost equation $X$. Ants will release pheromone on the path they pass through, which is calculated by the following formula:

$$\tau_k(i,j) = \begin{cases} \frac{Q}{Y_k}, & \text{If the kth ant goes from node i to node j} \\ 0, & \text{otherwise} \end{cases}$$

Among them, $Q$ is the constant of the total amount of pheromone released by each ant, and $Y_k$ represents the pros and cons of the $k$-th ant’s optimization result. In the transition probability law, each ant uses both visibility information and pheromone density to select nodes. The visibility information $\eta(i, j)$ and the pheromone density $\tau(i, j)$ represent the pros and cons of the ant located at the node $i$ taking the node $j$ as the next node to pass through. The visibility
information \( \eta(i,j) \) is generated by a function independent of the optimization problem itself, but the pheromone density comes from the good optimization results produced by the ant. Therefore, the transition probability law is the embodiment of the trade-off between the node visibility and the pheromone density.

When all the ants complete their respective paths, it is called the ant colony algorithm completes an iterative operation. At this time, the pheromone density value of the node will be calculated according to the pheromone update law, which is used to update the pheromone amount on the path passed by the ant colony before.

\[
\tau_{M+1}(i,j) = (1 - \rho) \times \tau_M(i,j) + \sum_{k=1}^{m} \tau_k(i,j),
\]

Among them, \( m \) represents the number of ants in the ant colony, \( M \) represents the number of iterations of the ant colony algorithm that has been carried out, \( \rho \) is the pheromone

---

**Table 1:** The effect of electrical automation control system based on intelligent computer algorithm.

<table>
<thead>
<tr>
<th>Number</th>
<th>Electrical control</th>
<th>Number</th>
<th>Electrical control</th>
<th>Number</th>
<th>Electrical control</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>87.52</td>
<td>12</td>
<td>88.38</td>
<td>23</td>
<td>90.64</td>
</tr>
<tr>
<td>2</td>
<td>88.39</td>
<td>13</td>
<td>91.84</td>
<td>24</td>
<td>83.46</td>
</tr>
<tr>
<td>3</td>
<td>84.18</td>
<td>14</td>
<td>84.33</td>
<td>25</td>
<td>83.96</td>
</tr>
<tr>
<td>4</td>
<td>88.97</td>
<td>15</td>
<td>86.04</td>
<td>26</td>
<td>86.98</td>
</tr>
<tr>
<td>5</td>
<td>89.08</td>
<td>16</td>
<td>86.33</td>
<td>27</td>
<td>83.16</td>
</tr>
<tr>
<td>6</td>
<td>87.87</td>
<td>17</td>
<td>88.57</td>
<td>28</td>
<td>89.78</td>
</tr>
<tr>
<td>7</td>
<td>86.92</td>
<td>18</td>
<td>87.64</td>
<td>29</td>
<td>91.09</td>
</tr>
<tr>
<td>8</td>
<td>83.04</td>
<td>19</td>
<td>90.42</td>
<td>30</td>
<td>83.95</td>
</tr>
<tr>
<td>9</td>
<td>90.12</td>
<td>20</td>
<td>91.95</td>
<td>31</td>
<td>91.21</td>
</tr>
<tr>
<td>10</td>
<td>89.61</td>
<td>21</td>
<td>90.93</td>
<td>32</td>
<td>91.98</td>
</tr>
<tr>
<td>11</td>
<td>85.92</td>
<td>22</td>
<td>89.45</td>
<td>33</td>
<td>86.94</td>
</tr>
</tbody>
</table>
volatilization rate, $\rho \in (0, 1)$. Therefore, $1 - \rho$ represents the residual rate of the pheromone after volatilization from the $M$-th iterative calculation to the $M+1$-th iterative calculation. In the pheromone update law, the pheromone on the path passed by the ants is volatilized in the next iterative calculation by the pheromone volatilization rate $\rho$. In other words, the pheromone update law is to obtain more pheromone accumulation on the optimal solution.

In this paper, control structure is shown in Figure 7. The ant colony algorithm is the active disturbance rejection controller parameters. In the ant colony active disturbance rejection control strategy, according to the feedback results of the controlled object, the ant colony algorithm completes the parameter optimization, forms a feedback mechanism, and enhances the robustness of the control system, as shown in Figure 8).

2.6. Ant Colony Algorithm Objective Function Model. The parameters of the ant colony algorithm are shown in Table 1, and the parameters $m, M, M_0, \alpha, \beta,$ and $\rho$ are set to initial values.

The ant selects a node according to the probability of the node being selected as the next node to reach, until the ant reaches the end point, all the selected nodes constitute a path. The probability of a node being selected is calculated according to the following formula:

$$P(i, j) = \frac{\tau^a(i, j) \cdot \eta^p(i, j)}{\sum_{j=1}^{\eta} \tau^a(i, j) \cdot \eta^p(i, j)}.$$

When $k$ ants reach the end point, the update amount of pheromone on the node selected by them will be calculated, and the update amount of pheromone will be calculated. Among them, $Y_k$ represents the quality of the optimization result

$$\Delta \tau_k(i, j) = \left\{ \begin{array}{ll} \frac{Q}{Y_k}, & \text{if the $k$th ant passes through the node $(i, j)$,} \\
0, & \text{other} \end{array} \right.$$

When all $m$ ants are optimized, the pheromone on each node will be updated as follows:

$$\tau_{M+1}(i, j) = (1 - \rho) \cdot \tau_M(i, j) + \Delta \tau(i, j),$$

The updated pheromone amount of each node will affect the node selection of the ants in the next optimization of the ant colony.

The method of determining the visibility of a node is as follows:

$$\eta(i, j) = \frac{10 - |y_j - y_j^*|}{10}.$$
In the formula, $y_j$ represents the parameter value generated in this optimization, and $y_j^*$ represents the parameter value corresponding to the generated optimal solution.

3. Effect Verification of Electrical Automation Control System Based on Intelligent Computer Algorithm

This paper builds an intelligent simulation model, the main research goal of this paper is to study the control effect of the control system, and then analyze the system performance through system simulation.

Next, this paper verifies the effect of the electrical automation control system based on the intelligent computer algorithm proposed in this paper, and counts the electrical automatic control simulation effect of the model in this paper. In order to simplify the calculation amount of ant colony algorithm and improve the calculation accuracy, this paper studies a new optimization graph, and the optimization result is shown in Figure 9.

Figure 10 shows the speed and torque waveforms of sudden addition and sudden load shedding when the ADRC system starts from no-load to the rated speed of 1500 r/min. Among them, the load torque changes from no-load to rated load at 1 s, and suddenly decreases to no-load at 1.5 s. From the simulation results, it can be seen that the ADRC system has good performance in both dynamic and static conditions.

In Figure 11, after 6 iterations of the ant colony algorithm, the parameters no longer change, and the objective function $Y_k$ reaches the minimum value, indicating that the parameter optimization has achieved the optimal result, and the corresponding parameter group is the optimal solution. The ant colony active disturbance rejection control strategy can automatically optimize the parameters and approach the optimal solution successively by iterative operation. Therefore, due to the self-learning ability of the ant colony algorithm, the optimal performance will finally be obtained through the iterative operation.

The effect of the electrical automation control system based on the intelligent computer algorithm proposed in this paper is counted, and the results shown in the following Table 2 are obtained.

It can be seen from the above research that the electrical automatic control system based on the intelligent computer algorithm proposed in this paper has a good electrical automatic control effect.

4. Conclusion

In recent years, the research on collaborative planning of electrical interconnection systems has just begun, and there are still many problems that need further research. How to...
consider the mutual conversion and influence mechanism of electric load and gas load in the process of planning and operation, how to coordinate the independence of decision-making of different energy market entities during planning and operation, and how to deal with the uncertain factors caused by the independence of decision-making. In addition to hardware, there are electrical automation software and electrical automation systems. In order to improve the effect of electrical automation control, this paper combines the intelligent computer technology to construct the electrical automation control system. The research shows that the electrical automatic control system based on the intelligent computer algorithm proposed in this paper has a good electrical automatic control effect.
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