
Retraction
Retracted: The Role of Cognitive Science and Big Data
Technology in the Design of Business Information
Management Systems

Advances in Multimedia

Received 19 December 2023; Accepted 19 December 2023; Published 20 December 2023

Copyright © 2023 Advances in Multimedia. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly
cited.

This article has been retracted by Hindawi following an investi-
gation undertaken by the publisher [1]. This investigation has
uncovered evidence of one ormore of the following indicators of
systematic manipulation of the publication process:

(1) Discrepancies in scope
(2) Discrepancies in the description of the research reported
(3) Discrepancies between the availability of data and the

research described
(4) Inappropriate citations
(5) Incoherent, meaningless and/or irrelevant content

included in the article
(6) Manipulated or compromised peer review

The presence of these indicators undermines our confidence
in the integrity of the article’s content and we cannot, therefore,
vouch for its reliability. Please note that this notice is intended
solely to alert readers that the content of this article is unreliable.
We have not investigated whether authors were aware of or
involved in the systematic manipulation of the publication
process.

Wiley and Hindawi regrets that the usual quality checks did
not identify these issues before publication and have since put
additional measures in place to safeguard research integrity.

We wish to credit our own Research Integrity and Research
Publishing teams and anonymous and named external
researchers and research integrity experts for contributing to
this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their agree-
ment or disagreement to this retraction.Wehave kept a recordof
any response received.

References

[1] Y. Li, “The Role of Cognitive Science and Big Data Technology in
the Design of Business Information Management Systems,”
Advances inMultimedia, vol. 2022, Article ID 2761661, 15 pages,
2022.

Hindawi
Advances in Multimedia
Volume 2023, Article ID 9840641, 1 page
https://doi.org/10.1155/2023/9840641

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9840641


RE
TR
AC
TE
DResearch Article

The Role of Cognitive Science and Big Data Technology in the
Design of Business Information Management Systems

Yangfan Li

School of Art and Design, Wuchang Shouyi University, Wuhan 430064, China

Correspondence should be addressed to Yangfan Li; 2015225010015@stu.scu.edu.cn

Received 29 August 2022; Revised 19 September 2022; Accepted 28 September 2022; Published 17 November 2022

Academic Editor: L. T. T. Nguyen

Copyright © 2022 Yangfan Li. This is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

With the surge in the amount of data in the internal and external environment, the collection, analysis, processing, and storage of
the increasing data sources and data volume, as well as the problems of big data management, are the current situation and
dilemmas of data management faced by enterprises today. Cognitive science and big data technology can provide good
auxiliary support for enterprise management decision-making. This study takes the business information management of cold
chain logistics enterprises as an example, aiming at the characteristics of business intelligence data in real applications, based
on cognitive science and big data technology, from low-cost and high-performance storage, security management, and big data
analysis. This paper is mainly through the research of big data processing theory and key technologies. Based on analyzing the
logistics industry’s data access rules and characteristics, this study proposes a hot data prediction model for multilayer hybrid
storage systems. It is verified that the prediction model has good accuracy, robustness, and universality. For the application
scenario of multitenant distributed data access, a data transparent security management model is proposed. Simulation
experiments show that this method can realize data security management when the performance loss is controlled within an
acceptable range. Based on the real-time computing technology of massive data, the label optimization scheme of collaborative
filtering and reinforcement learning is used to realize the logistics distribution recommendation model and to solve the
accuracy and real-time problems of logistics service distribution analysis.

1. Introduction

Informatization has become a significant technology to pro-
mote the development of commercial modernization [1, 2].
Massive information transactions and production data are
generated through various informatization systems in the
enterprise [3]. At present, the important production data
in the enterprise information system can only be stored for
one month. If it is to be stored effectively for a long time,
it requires expensive storage costs. In addition, to deal with
massive commercial data information, extracting useful data
is very important for the production management of enter-
prise managers [4, 5]. However, traditional data manage-
ment and data mining technologies are unable to store and
analyze large amounts of data efficiently [6, 7]. Therefore,
although companies have valuable data resources, they can-
not be effectively utilized them [8, 9]. In the process of busi-
ness information management, the effective storage and use

of big data can effectively reduce the cost of enterprise infor-
mation technology operations [10, 11]. In addition, man-
agers can conduct an in-depth understanding of data,
provide quantified decisions and technical support for enter-
prise management, improve production and sales efficiency,
and ultimately improve economic efficiency.

With the in-depth integration and integration of the
domestic e-commerce and logistics industries, the latest
technology in the information field is gradually combined
in the research of logistics informatization [12, 13]. A large
number of crossresearches on domestic logistics information
technology and cloud computing technology are carried out
[14, 15]. The development of logistics enterprises depends
on the development of e-commerce and promotes the devel-
opment of e-commerce [16, 17]. On the basis of the original
industrial system, logistics, commercial flow, and informa-
tion flow, combined with the agency and distribution of
goods, have developed a socialized logistics and distribution
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system [18, 19]. Due to the explosive increase of business
information data, there is an urgent need to use big data pro-
cessing technology in modern business information man-
agement to discover potentially exploitable information,
which can not only provide data support for enterprise man-
agement when making decisions but also provide better data
services for users of the enterprise [20, 21]. Big data technol-
ogy has been used by many researchers in business informa-
tion management [22, 23]. Machine learning can help
management handle commercial data to make judgments
and decisions on key issues in operations, optimize logistics
information systems, optimize services, save space, and con-
trol inventory [24, 25]. In the logistics industry, the Internet
of Things technology provides it with comprehensive infor-
mation collection capabilities [26, 27]. RFID, GPS, infrared
induction, sensors, and other technologies are used to collect
commercial information anytime and anywhere to form a
full range of spatiotemporal monitoring data. These massive
amounts of data need to be processed urgently, and solving
this problem requires the help of big data technology [28].
A complete cloud computing architecture is formed in the
analysis system, which can help business managers to grasp
the business situation more clearly, provide scientific data
for the development trend of the enterprise, and provide
decision suggestions for managers.

In business development, key technologies such as cloud
computing and big data analytics can be used to better man-
age modern business information [29, 30]. However,
researchers working in computer science in this multidisci-
plinary field of study lack knowledge about business confi-
dence management. Therefore, the specific application of
cognitive science and big data technology in business infor-
mation management is difficult to achieve [31]. The research
foundation of information technology in business informa-
tion management is relatively weak, resulting in the slow
development of existing cloud computing and big data anal-
ysis technologies in business information management [32,
33]. In the development process of modern logistics, the
fourth-party logistics mode appears, to realize the sharing
and unification of information flow, capital flow, and logis-
tics of various logistics enterprises and users [34]. The
fourth-party logistics information platform provides basic
information processing and data processing services for var-
ious logistics enterprises and realizes the safe sharing of
information [35]. Since the shared information flow can
run through the existing logistics and capital flow, the shared
economic model can easily develop the shared transporta-
tion mode of logistics on the current information platform
[36]. Each logistics enterprise constructs an independent
transportation network, and the loading rate and unloading
rates of vehicles are heavily dependent on the supply of
goods. However, a large number of vehicles travel on the
same route during transportation, resulting in a huge waste
of transportation resources. Due to the lack of an informa-
tion platform for logistics data sharing, the current research
on logistics sharing transportation is still in its infancy.
However, due to different application scenarios, the existing
theoretical research results of transportation route optimiza-
tion and transportation sharing optimization in the field of

intelligent transportation are difficult to be directly applied
in logistics shared transportation, and the logistics industry
needs to process large-scale data such as trajectories and
packages in real time. In transportation scheduling, parallel
computing solutions suitable for big data analysis and pro-
cessing need to be considered, to meet users’ needs for com-
puting performance.

This study takes logistics information management as an
example to illustrate the application of cognitive science and
big data technology in business information management.
Massive of transaction data, management data, and surveillance
video data will be generated in the information management
system of commercial logistics enterprises, and the analysis
and real-time processing technology of big data will be studied.
The research topic belongs to the field of big data processing
and application, and the research results can provide theoretical
and technical guidance for the informatization construction of
local trade and logistics cities. The research content includes
three contents: the first is the storage of commercial data, the
next is the deal with commercial data, and the last one is the
analysis and application of commercial data. In this thesis, we
study and deeply analyze data storage, computation, and clues.
The distributed storage of big data is the foundation, and the
computation is the support for data analysis. The ultimate goal
is to analyze the data and realize the application of big data in
the decision-making of commercial logistics enterprises. This
paper focuses on the design and implementation of the logistics
big data processing basic system, as well as the application of big
data analysis and calculation. Based on analyzing the laws and
characteristics of data access in the logistics industry, a hot-
spot data prediction model for multilayer hybrid storage sys-
tems is proposed. Aiming at the application scenario of multite-
nant distributed data access, a data-transparent security
management model is proposed. On the big data analysis plat-
form, two parallel algorithms of collaborative filtering and label
optimization of logistics distribution services are implemented,
which solves the performance bottleneck of recommendation
service computing.

2. Data Security in Storage

At present, the commonly used data storage method is mul-
tilevel hybrid distributed storage, which is a complex storage
system, and the multitenant storage outsourcing model has
become the main application scenario. However, business
survey results show that data security has gradually become
a prominent obstacle to the development of distributed stor-
age systems and cloud storage applications. Multilevel
hybrid distributed storage is a complex storage system, and
the multitenant storage outsourcing model has become the
main application scenario. However, business survey results
show that data security has gradually become a prominent
obstacle to the development of distributed storage systems
and cloud storage applications. At present, only 20% of users
are willing to put private data in the cloud or distributed
storage system, and 50% of users only want to store data
backup and disaster recovery data in the cloud. Therefore,
establishing an effective data security model for multilevel
hybrid distributed storage systems has become a new
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challenge. There are two fundamental problems in a multi-
level hybrid distributed storage system: (1) the optimistic
assumption of the trusted domain of distributed storage sys-
tems leads to ignoring attacks and threats from within the
storage system; (2) the storage management mechanism of
the multilevel hybrid storage system is more complex, such
as copy mechanism, load balancing, data synchronization,
and data migration. Complex data management requires a
corresponding data security mechanism to work together.
Aiming at these two fundamental problems, this section
focuses on the data security model of multilevel distributed
hybrid storage. Design the data security model from the per-
spective of a computer system to realize the effective integra-
tion of data security control and storage management in the
hybrid storage system. The cooperative working mechanism
of control and data storage plane is studied, and an authen-
tication scheme of multilevel key control is proposed.

2.1. Key Technologies of the Data Security Model. Data secu-
rity in HMSS is guaranteed by multiple levels of keys. This
scheme not only enhances data security but also reduces
the communication cost during key usage and maintenance.
The multilayer key management and distribution usage
scheme is shown in Figure 1. Data security in HMSS is guar-
anteed by multilevel keys. Data privacy controls address two
key issues: (1) structural design of data files and (2) key
management in a distributed key environment. For the
structural design of the data file, the data file is logically
divided into two parts in the data storage node: the metadata
file and the data file. The metadata file (mod-file) stores
attribute related to data security and storage management,
such as access information, root hash linked list, data file
popularity, and storage node location. The data file (d-file)
stores the ciphertext data of the file. Secondly, the key man-
agement of HMSS adopts a hierarchical management
scheme, which not only enhances data security but also
reduces the communication cost in the process of key use
and maintenance.

Data security model HMSS is to realize the effective inte-
gration of the storage management plane and the data secu-

rity control plane; it is necessary to realize the cooperative
management and data synchronization of the two planes.
Collaborative management is implemented using event-
triggered data synchronization. To realize collaborative
management, two main problems need to be solved: the
basic data structure and collaborative events to realize data
synchronization in a distributed environment. The HMSS
data synchronization mechanism is shown in Figure 2.

2.2. Testing and Analysis. This section tests the performance
consumed by HMSS data security management, regardless
of the network latency and system performance consumed
by the client reading and writing data. By writing a test script
to simulate virtual users to initiate data access requests, in
the test script, starting from 100 virtual users, the initial step
is 50 virtual users, and when more than 1000 virtual users
are adjusted, the virtual user adjustment step is increased
to 100 users. The experimental benchmark authentication
model is a single authentication server working mode, where
an authentication server deployed in the LAN is responsible
for the authentication and data encryption management of
30 storage nodes. All virtual users have to initiate data
authentication and encryption requests to this authentica-
tion server. The experimental observation points are the per-
formance metrics of the first-level authentication server AS0:
CPU utilization, memory utilization, network utilization,
and disk utilization. As shown in Figures 3–6, the horizontal
coordinates indicate the number of virtual users and the ver-
tical coordinates indicate the utilization of various hardware
metrics.

To improve the adaptability to complex storage manage-
ment systems, this section first realizes the decoupling of
storage management and data security management from
the logical level, forming two independent spaces for storage
management and data security. In the storage management
layer, the scheme of data storage is allowed to be adjusted
without affecting the design of data security. Experiments
show that the method proposed in this study has better per-
formance for file reading, and the performance loss caused
by data security is within the acceptable range for users.

3. Recommended Models and Algorithms for
Mass Logistics Data Distribution

This section is aimed at studying the recommendation
model applicable to logistics distribution and the implemen-
tation of distributed parallel algorithms in business
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information management. The advantages of the algorithm
are as follows: (1) the algorithm can collect data quickly in
real time, although the data in the logistics operation envi-
ronment is exceptionally complex. (2) The sparsity of high-
dimensional data in this algorithm is more obvious in the
context of big data. (3) In the fusion of multisource data,
the mainstream data types of this algorithm are unstructured
and semistructured stream data which are conducive to stor-
age and processing. Data in the logistics industry is very
complex, leading to serious problems such as noisy and
redundant data. To address the above-mentioned problems,
it is necessary to study the recommendation algorithm for
logistics distribution services. In addition, due to data accu-
mulation, algorithms suitable for distributed parallel pro-
cessing are developed to meet the user’s demand for
processing massive data. This research can improve the user
experience, increase the utilization of data resources in the
logistics industry, and bring economic benefits to the busi-
ness management of enterprises.

3.1. Logistics Distribution Recommendation Model. In the
condition of massive business data, the high-dimensional
sparsity of collaborative recommender systems is more obvi-
ous, and because the data types become more complex, the
problem of redundant and noisy data is more serious. The
processing of real-time streaming data also puts forward
new requirements on the computational performance of rec-
ommender systems. To better deal with high-dimensional
sparse data, reduce the sensitivity of redundant and noisy
data, and reduce the computational complexity of the algo-
rithm. In this section, the matrix decomposition method is
used to design a logistics distribution recommendation
model, and the recommendation is transformed into a
matrix decomposition problem, and the sparse user rating

matrix is mapped to a specific set of users and items, which
can effectively reduce the sensitivity of high-dimensional
data. On the other hand, the recommendation system can
collect more contextual data in the big data analysis envi-
ronment. This section focuses on the optimization of
recommended labels and uses the optimized labels to build
a more accurate logistics distribution recommendation
model.

First, we construct a network graph about the previous
relationship between the three parts of user-resource-tag
and then use a tag ranking algorithm to obtain the popular-
ity of tags. At the same time, considering the characteristics
of tags decaying over time, the tags whose popularity is
ranked in the front are filtered out, and the garbage or
redundant tags whose popularity is lower than a certain
threshold are deleted. First, three network graphs are estab-
lished with users, recommended resources, and labels as net-
work nodes. There are directions and weights between nodes
in the three-part network graph. The three-part network
graph is formally expressed as G = fV , E,Wg, where U = f
u1, u2,⋯, umg represents the user set; R = fr1, r2,⋯, rng
represents the set of resources to be recommended; T = ft1
, t2,⋯, tlg represents the set of tags; V is the set of all users,
resources, and tag nodes; V = fu1, u2,⋯, um, r1, r2,⋯, rn, t1
, t2,⋯, tlg; E is the set of directed edges; E = feuv, ers, etp,
eur, eut, ertg; euv denote the user edge from u to user v; ers
denote the edge from resource r to resource s; etp denote
the edge from label t to label p; eur denote the edge from user
u to resource r; eut denote the edge from user u to label t; ert
denote the resource, r denote the edge to label t; and W
denote the set of edge weights.

The six methods for calculating the weights of directed
edges between nodes in a tripartite graph network are as
follows:
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Figure 3: Comparison of CPU utilization between HMSS and benchmark authentication mode.
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(1) Weights between user and user nodes. Set user nodes
u1 and u2; if u1 and u2 use the same label or label the
same resource, then there is a bidirectional edge
between u1 and u2, and its weight is

w u1, u2ð Þ = 1
2

T u1ð Þ ∩ T u2ð Þk k
T u1ð Þ ∪ T u2ð Þk k + R u1ð Þ ∩ R u2ð Þk k

R u1ð Þ ∪ R u2ð Þk k
� �

ð1Þ

Tðu1Þ and Tðu2Þ represent the set of labels marked by u1
and u2, respectively; Rðu1Þ and Rðu2Þ represent the set of
resources to be recommended marked by u1 and u2,
respectively.

(2) Weights between resource and resource nodes.
Assuming resource nodes r1 and r2, the same user
or the same label has marked r1 and r2; then, there
is a bidirectional edge between r1 and r2, and its
weight is

w r1, r2ð Þ = 1
2

T r1ð Þ ∩ T r2ð Þk k
T r1ð Þ ∪ T r2ð Þk k + R r1ð Þ ∩ R r2ð Þk k

R r1ð Þ ∪ R r2ð Þk k
� �

ð2Þ

Tðr1Þ and Tðr2Þ represent the set of labels labeled r1 and
r2, respectively; Uðr1Þ and Uðr2Þ represent the set of users
labeled r1 and r2, respectively.

(3) Weights between tag and tag nodes. Assuming label
nodes t1 and t2, if the same user or the same resource
has labeled t1 and t2, then there is a bidirectional
edge between t1 and t2, and its weight is

w t1, t2ð Þ = 1
2

T t1ð Þ ∩ T t2ð Þk k
T t1ð Þ ∪ T t2ð Þk k + R t1ð Þ ∩ R t2ð Þk k

R t1ð Þ ∪ R t2ð Þk k
� �

ð3Þ

Uðt1Þ and Uðt2Þ represent user sets marked by t1 and t2,
respectively, and Rðt1Þ and Rðt2Þ represent resource sets
marked by t1 and t2, respectively.

(4) Weights between user and resource nodes. If user ui
labels resource rj, there is a directed edge from ui to
rj, and the weight is set to 1

(5) Weights between user and tag nodes. If user ui uses
label t j, there is a directed edge from ui to t j; then,
the weight is

w ui, t j
À Á

=
Freq ui, t j

À Á
∑t∈T uið ÞFreq ui, tð Þ ð4Þ

T [25] represents the set of tags used by ui, and Freqð
ui, t jÞ represents the number of times the user ui has used
the tag t j.

(6) Weights between resource and tag nodes. If t j labels
resource ri, a directed edge exists from ri to t j with
the following weights:

w ri, t j
À Á

=
Freq ri, t j

À Á
∑t∈T rið ÞFreq ri, tð Þ ð5Þ
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Figure 4: Comparison of memory utilization between HMSS and benchmark authentication mode.
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TðriÞ represents the set of labels that label ri, and Freqð
ri, t jÞ represents the number of times t j is used to label ri.

The tag optimization strategy is based on three assump-
tions: (1) high-quality users who use high-quality tags to tag
resources have higher value; (2) users who use high-quality
tags to tag high-value resources also have higher quality;
and (3) the labels used by high-quality users to label
high-value resources are of better quality; the above

assumptions constitute a mutually reinforcing learning
relationship. This mutually reinforcing learning relation-
ship is introduced based on the search engine’s scoring
algorithm (Hyperlink-Induced Topic Search, HITS) to
obtain the popularity of users, resources, and recom-
mended tags. Sorting according to the popularity of the
tags, the tags with low popularity are determined as spam
tags and deleted.
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The HITS algorithm that introduces mutual reinforce-
ment learning is as follows: Any node gkðauth, hubÞ in the
network graph G is represented by two attribute values,
and the initial position of each node is set to (1,1). At the
beginning of the algorithm, all nodes in the network graph
G are input, and the following updates are performed for
each node gk:

auth gkð Þ = 〠
n

i=1and i≠k
hub gið Þ ×w gk, gið Þ,

hub gkð Þ = 〠
n

i=1and i≠k
auth gið Þ ×w gk, gið Þ,

ð6Þ

where the sum of nodes in G is denoted by n and wðgk, giÞ
represents the weight of nodes gi to gk. In each node itera-
tive update, the attribute values of each node should be
renormalized to prevent numerical overflow. After K itera-
tions converge, return the auth values of all label nodes. To
reduce data size, delete all tags with auth value that is lower
than ε. In the recommendation process of social network
tags, there is another problem that needs to be solved: the
recommended tags reduce the recommendation effect over
time. In order to comprehensively consider the characteristic
that the quality of labels decreases over time, a temporal
attention function is introduced here to realize the decay of
labels over time:

f tcurið Þ = 1/ 1 + b tcuri − tij jð Þ: ð7Þ

In Equation (7), f ðticurÞ is the label time attention func-
tion, parameter b controls the decay speed, and ti

cur and ti
are the current time and the time when the label was created,
respectively.

3.2. Logistics Distribution Recommendation Algorithm. Based
on user preferences and resource characteristics, this section
recommends a business information management model
characterized by tag vectors. Although these tags are widely
used and popular with the public, these tags lack personali-
zation characteristics. For example, users mark “big data”
tags in network resources, and such popular tags cannot
reflect the characteristic of the recommended resources.
Hence, judging and limiting the weight of these labels are
necessary.

First, a preference function for user tags needs to be con-
structed. Based on how often users use tags, the preference
function can be determined, that is, when a user uses a tag
frequently, which means the user prefers this tag. The func-
tion for user tags is

p ui, t j
À Á

= t f ui, t j
À Á

⋅ idf u t j
À Á

, ð8Þ

where t f ðui, t jÞ is the number of resources marked by the
user ui, as shown in the following equation:

t f ui, t j
À Á

=w ui, t j
À Á

,

idf u t j
À Á

= log M
mj

,
ð9Þ

where idf uðtjÞ represents the ratio between the number of
users and the number of tag t j. Therefore, ui can be defined
as

p ui, tð Þ = p ui, t1ð Þ, p ui, t2ð Þ⋯ p ui, t j
À ÁÀ Á

: ð10Þ

Second, establish a resource tag preference function. The
tag preference function that defines the resource is as
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Figure 7: The effect of tag popularity threshold ε on MAE.
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follows:

p ri, t j
À Á

= t f ri, t j
À Á

⋅ idf r t j
À Á

, ð11Þ

wheret f ðri, t jÞrepresents the number of users who haveri

label resource with labelt j, which is

t f ri, t j
À Á

=w ri, t j
À Á

,

idf r t j
À Á

= log N
nj
,

ð12Þ

where idf rðt jÞ represents the ratio of the number of
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resources to the number of resources labeled with tag ti. So
the resource ri can be expressed by

p ri, tð Þ = p ri, t1ð Þ, p ri, t2ð Þ⋯ p ri, t j
À ÁÀ Á ð13Þ

Then, the user’s score for the resource can be calculated
by

Pre u, rð Þ = 〠
t∈T uð Þ∩T rð Þ

p u, tð Þ × p r, tð Þ: ð14Þ

The recommendation model needs to input various vec-
tor data of users and resources, and then, it will automati-
cally output the information of recommended resources.
The basic principle is a matrix-based recommendation
model that decomposes the user’s preference matrix for a
resource into a low-dimensional feature matrix, a process
shown in the following equation:

Rm×n =Dm×FV
T
n×F , ð15Þ

where Dm×F represents the user feature matrix, Vn×F repre-
sents the resource feature matrix, and F denotes the amount
of latent features. From this, the feature matrix of user and
the feature matrix of resource can be applied to estimate
the user ui’s score for the resource r j:

ri,j = 〠
F

f=1
dif × vTjf : ð16Þ

The function of objective loss is

E = 〠
i∈U and j∈R

ri,j − 〠
F

f=1
dif × vTjf

 !2

+ β dik k2 + vj
 2� �

:

ð17Þ

The recursive formula of the iterative process is as fol-
lows:

dif ⟵ dif + α × ei,j × vjf − βdif
À Á

,

vjf ⟵ vjf + α × ei,j × dif − βvjf
À Á

,
ð18Þ

where α is the learning rate and ei,j is the deviation between
the score known and the value predicted. The above process
is repeated n times unless the objective function E is less
than the threshold predefined, and the final feature vectors
D and V were netted.

4. Experiment Verification and Improvement

4.1. Simulation Experiment Verification. The experimental
data set is the data set on Delicious, with a total of 10,000
users, 9,007 resources, and 4,438 tags. Since the labels used
by users in the data set have timestamps, the records of each
user in the data set are sorted by time in the experiment, the
first 20% of the records are used as test data, and the last 80%
of records are used as training data. In the experiment, the
mean absolute error (MAE) is used as the evaluation metric
to evaluate the degree of deviation between the resource
score predicted by the recommendation algorithm and the
user’s actual resource score. The calculation formula is as
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Figure 10: Influence of regularization coefficient β on MAE.
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follows:

MAE =
∑u∈U∑i∈Rtest uð Þ pre u, ið Þ − ruij j

∑u∈U Rtest uð Þj j : ð19Þ

For the value of this parameter, an experimental method
is used to explore the optimal value. As shown in Figure 7,
the abscissa is the popularity threshold, and the ordinate is
the average error of recommendation. The prediction error
of different parameter values is verified by continuously
increasing the value of the popular threshold.

As shown in Figure 8, the user-resource matrix [35],
user-label matrix (UT), and resource-label matrix (RT) in
the original data set are compared with the sparsity of the opti-
mized label matrix (the matrix sparsity is the null value in the
matrix. The ratio of the number of elements to the total num-
ber of elements in the matrix). The comparison found that
after label optimization, the sparsity of the three matrices

was reduced, especially the user-label matrix and the
resource-label matrix. This shows that label optimization can
play a role in solving data sparsity from another perspective.

Figure 9 lists the influence of the learning rate parameter
α in various recommendation algorithms on the recommen-
dation accuracy. When the value of α is small, the MAE of
the four algorithms changes quickly and is relatively low
because the gradient descent method will quickly fall into
the local optimal value in the iteration. Gradually increasing,
the algorithm OTTA-SVD always maintains a better effect
on different α values, and compared with tag-SVD, it can
be seen that the recommendation accuracy is improved after
optimizing the tags.

Figure 10 lists the effect of regularization coefficient β on
recommendation accuracy in various algorithms. With the
increase of β, the MAE values of the four recommendation
algorithms all show a trend of first decreasing and then
increasing, and OTTA-SVD has a better recommendation
effect than the other three algorithms.
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Figure 11: Influence of the number of latent features F on MAE.
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Figure 11 lists the influence of the number of latent fea-
tures F on the recommendation accuracy in various recom-
mendation algorithms. Simulation experiments show that
the recommendation effect of the OTTA-SVD algorithm is
the best.

In conclusion, the OTTA-SVD algorithm can not only
optimize the label data but also reduce the data sparsity
and the overfitting problem of the recommendation
model, and the results on the real data set show that
OTTA-SVD has better recommendation accuracy. The
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research of this chapter can improve the efficiency of dis-
tribution in logistics enterprises. In addition, collecting
customer feedback information can improve the service
quality of the distribution company, enhance the brand
effect of the company, and accelerate the development of
the company.

4.2. Method Improvements. To promote the computing per-
formance of the recommendation model, this section studies
the implementation of the parallel algorithm based on the
existing matrix factorization recommendation algorithm
and improves the performance by implementing the parallel
algorithm of the memory iterative computing mode in the
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Figure 14: Performance comparison of two Spark parallel algorithms on different node clusters.
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distributed cluster. The system consists of three parts: data
collection, data storage, calculation, and data analysis, as
shown in Figure 12.

To further improve the efficiency, the parallel transplan-
tation of OTTA-SVD to the Spark system is carried out to
improve the performance of the recommendation algorithm
in logistics big data applications. First, use elastic data sets to
realize parallel segmentation of massive data, and then, use
parallel operation functions in Spark to describe complex
parallel operation logic. Encapsulate different user data and
user’s scoring data on logistics services into elastic data set
RDD, and then, implement parallel operations such as
Map, Filter, and Union on different RDDs.

Figure 13 provides the performance of the Hadoop and
Spark versions of the recommendation algorithms ICF and
OTTA-SVD on various data scales. The abscissa is the num-
ber of users, reflecting the user size in the recommendation
algorithm; the ordinate is the calculation time of the recom-
mendation task. Since the calculation time is shorter, the cal-
culation performance is better. It can be seen that the Spark
parallel algorithm has obvious advantages.

To verify the effect of scalability on speedup in the Spark
cluster, select the Spark version of the two recommended
algorithms, OTTA-SVD and ICF, and use 20,000 and
40,000 user data nodes, respectively, to implement the
experiment and calculate the parallel speedup ratio of 4, 8,
16, and 32 nodes to analyze the cluster scalability. The result
is shown in Figure 14.

In the process of operation, logistics information plat-
form generates huge amount of business data. The logistics
distribution recommendation service is obtained based on
the calculation of massive data, and the core algorithm rec-
ommended by this study is used to help enterprises quickly
select the distribution solution suitable for user needs. This
section analyzes the advantages and disadvantages of logis-
tics service recommendation models and parallel distributed
algorithms and discusses the related technologies for busi-
ness data analysis, including big data frameworks, key data
storage systems, and Spark and Hadoop. It is found that
Hadoop and Spark big data computing frameworks are good
for analyzing massive amounts of data. However, the recom-
mendation algorithm involves a large number of iterative
operations, and the way the intermediate data are stored
affects the performance of the parallel algorithm. Spark par-
allel processing algorithms achieve better parallel accelera-
tion performance at large data set sizes, which is about 10
times more efficient than Hadoop. In addition, the recom-
mendation algorithm is very sensitive to the basic configura-
tion parameters of data nodes. Coping with different data
sizes requires constant experimentation to determine the
configuration parameters. This is a shortcoming of the cur-
rent study and will be investigated in the future.

5. Conclusion

With the development of commercial business, the calcula-
tion and analysis of big data have become a popular applica-
tion. In the application field of business information
management, corresponding theoretical models and algo-

rithms are urgently needed to deal with the increasing data
information. Combined with actual logistics projects, this
paper studies three aspects of big data storage, calculation,
and analysis. To optimize the storage performance and data
security of logistics big data, theoretical models and key
technologies are studied. Based on data storage, effective the-
oretical models, strategies, and key algorithms are proposed
for the logistics distribution calculation and shared transpor-
tation problems. To further improve the application value of
the logistics data analysis algorithm, a distributed parallel
algorithm is implemented based on the original algorithm,
the performance of the algorithm is deeply analyzed, and
the key issues such as parameters are studied and adjusted.
The above research can not only be applied to the data cen-
tre construction of large and medium-sized logistics enter-
prises but can also realize low-cost storage of logistics
trajectory big data information and video surveillance data
and guide logistics distribution and transportation schedule.

Firstly, based on the multilevel hybrid storage system
with SSD as the cache layer, the optimization scheme to
improve data access performance is studied. Then, from
the perspective of data security, the multilevel hybrid storage
model is studied, and a data security storage model suitable
for a multilevel hybrid storage system is proposed. Finally, to
optimize the distribution service in the logistics industry,
based on the traditional matrix decomposition recommen-
dation idea, a logistics distribution recommendation model
is proposed. After optimization, it is incorporated into social
networks and has a recommendation effect. The research
results have achieved a good simulation recommendation
effect. Based on this research achievement, the big data anal-
ysis research was carried out, the big data distributed com-
puting platform based on the open-source software Spark
was established, the typical recommendation algorithm was
transplanted into the big data environment, and the key
technical problems were solved. The parallel implementa-
tion scheme of the big data recommendation algorithm has
certain universality and can be applied to various typical
machine learning and data analysis algorithms. The business
management system of this study can not only be used in
logistics and transportation but can also provide a reference
for other enterprises’ business information management.
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The labeled data set used to support the findings of this
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