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Through the effective word vector training method, we can obtain semantic-rich word vectors and can achieve better results on the
same task. In view of the shortcomings of the traditional skip-gram model in coding and modeling the processing of context
words, this study proposes an improved word vector-training method based on skip-gram algorithm. Based on the analysis of the
existing skip-gram model, the concept of distribution hypothesis is introduced. The distribution of each word in the word context
is taken as the representation of the word, the word is put into the semantic space of the word, and then the word is modelled,
which is better modelled by the smoothing of words and the semantic space of words. In the training process, the random gradient
descent method is used to solve the vector representation of each word and each Chinese character. The proposed training method
is compared with skip gram, CWE + P, and SEING by using word sense similarity task and text classification task in the ex-
periment. Experimental results showed that the proposed method had significant advantages in the Chinese-word segmentation
task with a performance gain rate of about 30%. The method proposed in this study provides a reference for the in-depth study of

word vector and text mining.

1. Introduction

Nowadays, prior training, word vectors have become necessary
modules for many natural language processing tasks and
machine learning tasks. Word vectors can be directly used as the
input features of downstream text tasks, or they can be com-
bined into text or sentence features to indirectly serve as the
input of the model.

With the rise of deep learning in recent years, feature
learning methods based on neural networks have brought new
ideas for natural language processing [1]. Many researchers have
devoted themselves to studying some new word vector models
or optimizing them to improve performance. For example, the
neural network model based on word vector has improved the
performance of multiple natural language processing tasks and
even achieved the best results among multiple tasks. The word
vector model can generally learn semantic information auto-
matically through large-scale unlabeled prediction.

In the past two decades, the research on Chinese-word
segmentation has achieved rich results [2]. The dictionary-based

matching methods are adopted in the early stage, such as
maximum forward matching and maximum reverse matching.
However, there are many word boundary ambiguities and
unsigned words in Chinese text owing to the complexity of
language. In addition, Chinese has the feature of continuous
writing of large character set, so it is impossible to solve the
problem effectively by using only the dictionary-based matching
method.

It is still a crucial technique to deal with Chinese word in
that natural language, and it is also a key step in the pro-
cessing of other Chinese applications. However, it may be a
difficult problem to obtain the “semantics” of words directly
through the word vector model according to the charac-
teristics of Chinese. Semantics is the relationship between
words or phrases and their meanings. It is of little signifi-
cance to analyze semantics directly from the word level. If
the relationship between word and word can be used ef-
fectively, it will certainly improve the expression of Chinese
words. Early researchers generally established CWE model
by assuming the semantics of words [3]. The model goes
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beyond the direct use of the English-word vector model. The
improved modeling proposed in this study makes the
context of words richer, thus improving the semantics of
word representation. Experimental results show that the
model’s effect exceeds the existing individual word vector
model.

Therefore, based on these ideas, this study proposes a
skip-gram word vector that can improve the performance of
text classification tasks and semantic correlation tasks.

2. Related Work

2.1. Word Vector Representation. In the early stage, the
representation of words was generally the representation
method with statistical information represented in the latent
semantic LSA, such as the single hot code and TF-IDF
vector, which did not contain semantic information. Hinton
et al. first proposed the distributed representation of words
in 1986 [4]. Then, Bagnio [5] proposed an N-gram neural
probabilistic language model. In the process of training this
model, word vectors are generated incidentally, and the
research on word vectors is carried out. Bagnio first rep-
resented words as an index in the word list and converted
them into D dimensional vectors with a mapping matrix,
that is, word vectors. Then, the word vectors of C words
mentioned above are concatenated and learned through a
multi-layer feed-forward neural network to predict the
conditional probability that the central word is the current
word in the case mentioned above. In the process of model
fitting, the objective of optimization is to make the pre-
diction probability maximum likelihood. Among them, the
word vector mapping matrix exists as a parameter. During
the training of this neural probabilistic language model, the
word vectors are also continuously trained to make them
close to the semantics in the corpus. Finally, the language
model and word vector are obtained. Once the number of
vocabularies was too large, the complexity of the model
could not be estimated, and the training difficulty was
doubled.

In addition to generating word vectors by means of a
probabilistic language model, Colbert and Weston [6]
proposed another generation model of word vectors. In this
model, input is several words with window C, including a
central word and the same number of words above and
below. It is mapped to a word vector by a mapping matrix
and also by a feed-forward neural network. The output layer
has only one neuron to rate the connection between the
central word and the context. If all the contexts in the corpus
are entered, the model cannot be scored. Therefore, the
window context in the corpus is taken as a positive example,
and the context in which the central word is replaced is taken
as a negative example, so that the word vector can be trained.

As you can see from the methods mentioned above, the
word vectors are basically generated from the context of a
fixed window. It does not consider the global statistical
significance of each word, so Pennington et al. [7] proposed
combined statistics and a method of word vector generation.
First, the word co-occurrence matrix is calculated, and then
the error of the prediction probability of the center word and
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the inclusion probability of the word co-occurrence matrix is
minimized in the local context window, to obtain the op-
timal word vector. This approach, relatively speaking, em-
phasizes statistics in the text. But it also contains local
context information. Experiments have proved its superi-
ority in word similarity and word analogy and named entity
recognition.

The word vector model is designed based on the dis-
tribution hypothesis. Therefore, no matter what kind of
word vector model is, it will conform to two properties
proposed by the distribution hypothesis. First, words with
similar context will have similar semantics. Second, the
space distance of word vectors will be close. This study
mainly discusses the different linguistic characteristics of
word vectors through semantic correlation experiments.

The classic measure of semantic relevance is the
WordSim353 data set [8]. The data set contains 353-word
pairs, each of which is rated between 0 and 10 by at least
ten annotators. The higher the score, the more the an-
notator thinks the two words are semantically related or
similar. In the evaluation, for each word pair, the average
score of all annotators is used as the reference score x. The
cosine distance of two-word vectors of word pairs is taken
as the correlation score y of the model. The Pearson
correlation coefficient between the two sets of values is
then measured. The Pearson correlation coefficient
measures the linear correlation between two variables,
with values between —1 and 1. If the score scored by the
model is the same as the score of the manual call, the score
will be higher. Specifically, the Pearson correlation co-
efficient between x and y is defined as the covariance
between x and y.

Word vectors can learn the characteristics of syntax and
lexical from unlabeled text, and they are often used as a
feature of machine learning systems to improve system
performance. In this study, a representative task is selected
to complete the task of text classification by taking word
vector as the unique feature. The expression ability of word
vector can be seen from one side by using word vector as the
unique feature.

Based on the average word vector text classification
(AVG), the weighted average of the word vectors in the text
is directly used as the representation of the document, which
is characterized by logistic regression to complete the text
classification task. The weight is the word frequency of each
word in the document. In this study, IMDB data set [9] was
selected for the text classification experiment. The dataset
consists of three parts, among them, there are 25,000 doc-
uments of training set and test set, which are used for
training and testing of text classification. There are 50,000
documents in the unmarked part for training word vectors.
Then, the task evaluation index is used as the accuracy of text
classification.

2.2. Text Classification. Text classification is another im-
portant task in text mining. Its goal is to learn a model that
can classify each document into one or more categories in
each category. However, with the exponential growth of the
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amount of network information, the traditional text clas-
sification technology relying on manual completion cannot
meet the current needs. As an effective technical means, the
automatic text classification method based on a statistical
model has become a research hotspot in the industry and has
been widely used in various fields of social life.

Text classification is the basic task of text processing. The
goal is to classify a group of documents into a fixed number
of predefined categories, that is, given a group of categories
and a group of text, and text classification is the process of
finding the corresponding correct category for each docu-
ment [10-12]. There are two forms of text classification as
follows: single-label classification and multi-label classifi-
cation. In single-label classification, each document only
corresponds to a unique category. In multi-label classifi-
cation, a document can correspond to one or more cate-
gories. A complete text classification task process is shown in
Figure 1.

Text classification tasks are as follows:

Document selection is to collect documents in different
formats. Data preprocessing refers to the corresponding
preprocessing operations for problems such as inconsistent,
incomplete, or wrong data, such as word tokenization and
stem extraction. Index, that is, text-in-text form is trans-
formed into vector form. Common document representa-
tion models include vector space model (VSM), TF-IDF
weighting method, latent semantic indexing (LSI), etc.
[13, 14]. Feature selection is to select some features with
strong functions from the original features without affecting
the performance of the classifier. In recent years, automatic
classification algorithms have been widely studied when
selecting a classification algorithm. From traditional ma-
chine learning algorithms such as Bayesian Cclassifier,
k-nearest neighbor algorithm (KNN), decision tree, and
support vector machine (SVM) to a series of deep learning
algorithms based on neural network, how to select the
appropriate classification algorithm and how to improve the
performance of classifier have always been the research goal
[15, 16]. The training model is to learn the parameters of the
classifier through a group of documents with predefined
labels to obtain appropriate classification results. Perfor-
mance evaluation is to evaluate the decision-making ability
of the classifier according to various evaluation indexes such
as accuracy, recall, and F1 score [17, 18]. In the process of
model testing, the trained model is generally applied to
labeled or unlabeled documents, and the performance of the
model is evaluated according to the test results.

3. Skip-Gram Algorithm

3.1. Skip-Gram Vector Representation. The traditional Chi-
nese-word segmentation method relies on dictionary
matching, and the greedy algorithm is used to intercept
possible maximum length words for limited ambiguity
resolution. However, there are two obvious defects in the
dictionary-based method, that is, it cannot handle the word
boundary ambiguity and unsigned words well. In order to
solve these two key problems of Chinese-word segmenta-
tion, many research works have focused on the word

segmentation-based machine learning Chinese-word seg-
mentation method. Based on the Chinese-word segmenta-
tion method of word annotation, the basic assumption is
that the internal text of a word is highly cohesive while the
boundary of the word is lowly coupled with the external text.

Learning and judging word boundaries through statistical
machine learning methods are the mainstream practice of
current Chinese-word segmentation. The sequence labeling
model is adopted to perform BMES labeling [19]. The tradi-
tional statistical machine learning methods, which contains the
Chinese-word segmentation method based on the HMM
model, the Chinese lexical analysis based on the CRF model of
word classification, and the improvement of the Chinese-word
segmentation method based on word annotation are proposed
[20-22]. Because these methods depend on the features of
human design, it takes time to design effective features to
compare. However, presentation learning can be introduced
into machine learning to reduce manpower and improve
efficiency.

Skip-gram model consists of a simple three-layer neural
network, including input layer, hidden layer, and output
layer, as shown in Figure 2.

It is an effective method to learn high-quality concept
vectors from many unstructured data. Skip-gram algorithm can
generate a concept vector for each concept. When the position
in the sentence is closer to the position of the central concept,
the concept vector obtained by the skip-gram algorithm is closer
to the concept vector corresponding to the central concept in
the concept vector space, that is, the close relationship between
the concepts in the sentence can be better reflected according to
the relationship between the concept vectors. Therefore,
compared with the single hot code, the representation of
concept vector can reflect the context information of a concept.
In Figure 2, the number of neurons in the hidden layer is D,
indicating that the concept is mapped to a D-dimensional real
number vector. The dimension of concept vector can be arti-
ficially set according to experience.

The process of using skip-gram algorithm to learn the
word vector representation of concepts is to maximize the
average logarithmic conditional probability g; for each
concept to be learned (trained) W; (i.e., the central concept,
represented by a single hot code) in the corpus, which is
expressed as follows:

m

> lgq (Wi+k | Wi)’ (1)
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where h is the size of the training text window, W,_, and
W,k are the first k and last k concepts of W, respectively,
and m is the total number of concepts in the training
sentence. (W, ,|W,) is defined by the SoftMax function, as
follows:
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where u;,(,” represents the transpose of each concept vector in
the concept table, and n represents the total number of
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FIGURE 2: Schematic diagram of skip-gram model.
concepts. Through corpus training, skip-gram model gen- x; = [e(w;); e (wy); ¢, (w;)]- (5)

erates concept vectors for each concept in the corpus.

3.2. Skip-Gram Word Vector Representation. The word vector
of a word in the context of the target word w is selected in skip-
gram model as its context representation. Words are combined
with their context to represent a word, which can be expressed
as follows:

o (w;) = ‘/’(w(l)cl (wiz) + w(s”e(wi—l))’ (3)
where w; is indicated above as ¢; (w;).
Cr (wz) = ¢(w(r)cr (wi+1) + w(sr)e(wiﬂ))’ (4)

where e(w;_,) is the word vector of the word w;_;. w® is a
matrix, which is used to transfer the hidden layer representing
the above to the above representation of the next word. ¢ is a
nonlinear activation function.

In this study, the representation x; of the word w; is
defined as the following formula. The above representation is
¢;(w;), the following representation is ¢, (w;), and the
splicing of its word vector is e (w;):

3.3. Improved Method. In order to make the representation
of the word have more semantic information, the concept of
the distribution hypothesis is referred in this study. It is
proposed to use the distribution of each word in the context
of a word as a representation of the word. Although the word
itself still does not have semantic information, the word can
be modelled more effectively by using this representation to
put the word into the semantic space of the word.

Based on the skip-gram model, the improved method of
word vector training is realized in this study. The conditional
probability of a word w; is expressed as follows:

Z Z log P(wle). (6)

(w,ceD) Wiec

In order to train, the simultaneous optimization of the
conditional probability of the word w; and the Chinese
character ch;, on the target word w is proposed in this study.

The conditional probability is expressed as follows:
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Z log P(wlchy),

chiew;

Z Z((l - Plog P(wle) + B

(w,ceD) Wijec ’wj

(7)

where chy represents the Chinese character word w;, and
ijI represents the number of words in the word w;. The
normalization term (1/|w jI) has the same status in training,
which is used to make words with a different number of
words. The improved training model structure is shown in
Figure 3.

Using the improved training model, not only each word
has a corresponding word vector, but also each Chinese
character has a corresponding Chinese character vector. The
word vector and the Chinese character vector have the same
dimension, and the vector representation of the Chinese
character and the word is in the same semantic space.

The vector representation of each word and each Chinese
character is obtained by the random gradient descent
method. The improved training model achieves an im-
provement over the word representation of the skip-gram
model.

4. Experiments and Results

4.1. Evaluation Methods. The word vectors are evaluated
from two aspects in this study. First, the linguistic fea-
tures of word vectors are used to complete the task.
Second, the word vector is selected as a feature to improve
the performance of task processing. The semantic rele-
vance task is adopted to evaluate the linguistic charac-
teristics of word vectors. The Chinese semantic relevance
wordsim-240 dataset and the wordsim-296 dataset were
selected for evaluation [23]. Each word pair in the dataset
has several digitizers to score it. The higher the score, the
more the marker thinks the semantics of the two words
are more relevant. In the experimental evaluation, the
average of all the scores of the callers is taken as the
reference score X. The cosine distance of the word vector
of the two words in the word pair is taken as the cor-
relation score Y of the model. Finally, Pearson correlation
coefficient p,, is calculated to measure the linear cor-
relation between X and Y, which is expressed as follows:

X, Y
pry = cov (X, Y) )

Ox0y
The word categorization based on the average word
vector is adopted to enhance the word vector as a feature. In
the experiment, it is expected to select the Fudan text
classification corpus, and the logistic regression model was
adopted in text classification tasks.

4.2. Experimental Setup. Since Wikipedia corpus is the best
training method for word vectors, Wikipedia Chinese
corpus is also selected for improved word vector training.
ICTCLASI toolkit [24] is used for word segmentation. As
the dimension of word vectors generally needs to be 50
dimensions or above, especially when measuring the

linguistic characteristics of word vectors, the larger the di-
mension of word vectors, the better the effect. The context
window size is set as 5, and the dimension of word vectors is
set as 50.

4.3. Experimental Comparison Method. In order to further
prove that the improved word vector training method can
improve the semantics of words compared with the
original traditional skip-gram word vector model, the
main comparison method of this experiment is the tra-
ditional skip-gram model, as well as the CWE + P model
and SEING model improved by predecessors based on
skip-gram model.

4.4. Results. 'To prove the improvement of the word vector
representation by the improved method, the semantic
correlation task and text classification task were used to
evaluate the training of the improved word vector repre-
sentation, and the model was compared with that of the
leading scholars.

4.4.1. Performance Gain Rate. The absolute values of dif-
ferent evaluation indexes vary greatly. Due to the difference
between the indexes, this study can only make a longitudinal
comparison of different models within the same index.
However, it is difficult to make a horizontal comparison of
the performance of a model among different indicators. The
relative differences in different evaluation indicators vary
greatly. When evaluating the word vector, if the two models
are very close in performance values, it will be difficult to
quantitatively judge the advantages and disadvantages. This
slight difference in performance cannot be caused by the
model but may be due to the small number of test sets or
errors caused by secondary training.

To solve similar problems, the “performance gain” is
used instead of the absolute value of the performance of each
task. Performance gain refers to the relative increase in
performance of a word vector over a random word vector on
a task. The idea of performance gain rate is that each word
vector is only compared to the best word vector under the
same conditions. According to the special nature of word
vector, the performance gain rate of word vector a relative to
word vector b is defined as follows:

PGR(a,b) = Pa = Prang rand 9)

Pb - Prand
Word vector a for the same condition, the best word
vector best performance gain rate PGR (g, best) can be
simply written as the performance gain rate of the word
vector a, which is denoted as follows:
p,-P

PGR — a rand )
(a) Pbest -P (10)

rand

Since the training effect of using Wikipedia corpus to
train word vectors is the best, the Wikipedia Chinese is
selected for the improved training of word vectors. The word
segmentation is performed by the ICTCLASI toolkit [25].
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FIGURE 3: Improved training model structure.

The dimension of word vector needs to select more than 50
dimensions. The context window size is set to 5, and the
word vector dimension is set to 50.

4.4.2. Performance on Semantic Relevance Tasks. In the
experiment, the training parameters are set to ﬁ = 0.5, thatis,
the model has a modeling ratio of 1:1 for Chinese characters
and words. The experimental results are listed in Table 1.

In order to demonstrate the effectiveness of the proposed
vector improvement training, the effects of training under
different 3 are analyzed as a comparison. In the experiment,
the values of  from 0 to 0.9 were tried, and the effect di-
agram is shown in Figure 4.

Through the above figure, the improved word vector
training tends to increase first and then decrease. The
CWE + P model also has a similar trend. The modeling ratio
of Chinese characters at the peak is about 9%, and the
performance is 0.5486, which is slightly lower than the
improved word vector training. However, the SEING model
declined with the increase in the proportion of Chinese
character modeling.

4.4.3. Performance on Text Classification Task. In the above
part, we verify the improved word vector based on RCNN
model from the perspective of semantic related task rep-
resentation and clarify different semantic features. In this
section, the performance effect of text classification task is
experimentally verified by the following three models and
five-word vectors: AVG, CNN, and RCNN.

The five-word vectors are random word vector, skip
gram, CWE + P, SEING, and improved word vector. The
models of CWE + P, SEING, and the improved word vectors
improve performance consistently with skip gram. The
specific results are listed in Table 2.

According to the experiment and analysis, the proposed
word vector method makes more words that have a good
connection with the context by smoothing the words and
Chinese characters. Based on the preservation of the dis-
tribution hypothesis, contextual information was adopted to
obtain a more efficient word representation in this study.
Therefore, the performance of the word-relevant task and
the text-category task has a better improvement effect than

TaBLE 1: Performance of each model on semantic relevance tasks
(X100).

Model Wordsim-24 Wordsim-29
CWE + P 44.01 53.33
SEING 42.88 49.81
Skip gram 43.61 52.59
Proposed 46.89 54.78
0.6 -
Y
st 0 gReg?
93
=
S 0.4
8
g 0.3 -
£
3 0.2 4
o
%
£ 0.1 o
0

0 02 04 06 038
Chinese character
modeling ratio

@ CWE+P
-@- SEING
Proposed

FIGURE 4: The effect of Chinese character modeling ratio on word
meaning.

TABLE 2: Performance of each model on Chinese-text classification
tasks.

Model AVG CNN RCNN
Random word vector 80.55 93.50 94.80
Skip gram 85.51 94.02 95.16
CWE + P 85.99 94.19 95.21
SEING 85.66 94.24 95.32
Proposed 86.33 95.03 95.43

the previous method. Experiments show that the improved
word vector training method based on skip-gram model not
only has theoretical significance but also can generate a
better word vector model in practical training. The proposed
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word vector training method is superior to the traditional
word vector model both in semantic accuracy and gram-
matical accuracy [26, 27].

5. Conclusion

An improved training method based on the skip-gram word
vector model is proposed in this study. To obtain better
representations of Chinese characters, the words in the
context of Chinese characters are introduced and the se-
mantic space of words is used to model Chinese characters.
Compared with the training method of using English-word
vector directly, the performance gain rate of proposed
method is increased by 35% in the word segmentation task.
On the other hand, due to the increased modeling of Chinese
characters in the proposed word vector training, these
Chinese characters have established the relationship be-
tween some words, which makes the context of words richer
and improves the semantic meaning of word expression. In
the word sense similarity task, the proposed method is more
effective than the existing two models that use Chinese
characters to enhance the word representation semantics. In
the task of text classification, the word vectors trained by
proposed word vectors are also improved when used as
features. In addition, large and small noisy corpora still have
a great advantage over small and almost noiseless corpora.
Therefore, the improved word vector training proposed in
this study has a strong advantage in larger corpora. Com-
pared with the skip-gram model, the proposed method can
make use of less computational resource overhead to make
its training on large-scale corpus possible and does not need
the intervention of artificial knowledge, so it is also suitable
for the generation of word vectors in other languages. In-
tegrating new methods and ideas to train and apply word
vectors has become the focus of this study in the next step. In
the future, we can consider expanding the language types of
corpora, so that the model can be universal in different
languages, and we can consider introducing an external
knowledge base to combine a wider range of semantic in-
formation and further improve the quality of word vectors
[28, 29].
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