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In order to improve the effect of multimedia data transmission, this paper integrates scene elements to analyze the needs of
multiple types of data transmission and uses the technology of the Internet of,ings to analyze the compression and transmission
of multimedia data communication. Moreover, this paper proposes a reversible information hiding algorithm for encrypted
images based on pixel sorting and grouping prediction and discusses how to improve the prediction accuracy through the
histogram of prediction errors. In addition, this paper designs a communication compression transmission system in a mul-
timedia and Internet of,ings environment integrating scene elements and builds system functionmodules and system processes.
Finally, this paper verifies the performance of the proposed system by means of simulation experiments. From the experimental
results, we can see that the system proposed in this paper has a good multimedia information transmission effect.

1. Introduction

With the rapid development of multimedia technology and
Internet technology, the relationship between the two is
getting closer and closer. Multimedia network technology
has gradually penetrated into schools, families, and society,
making the connection between people beyond the limits of
time and space. Network multimedia, including text,
graphics, images, sounds, applications, and animations, can
run on computer networks at the same time without af-
fecting each other [1]. Any terminal on the network can
share multimedia information and can also store, process,
and retransmit the acquired multimedia data. ,at is to say,
network multimedia is developed on the basis of computer,
multimedia, and network. It integrates computer, multi-
media, and network and can realize various functions such
as transmission and exchange of graphics, images, sound,
and text in the network [2]. Network multimedia includes
two aspects. (1) Different from the general network, network

multimedia requires a special equipment environment. (2)
Compared with traditional multimedia, the computer
equipment used in network multimedia is quite special. ,e
way that network multimedia processes information such as
images and sounds is different from that of general multi-
media, so the requirements for hardware equipment are
higher [3]. ,e quality of the image is determined by the
number of frames transmitted per second and the size of the
image. In terms of images, if images are played at a frame
rate of thirty frames per second, the human eye can see
continuous images. However, in the network multimedia
system, the playback effect of 30 frames per second is not
ideal. We need to use DIV, JPEG, MPEG, and other
encoding and decoding methods [4].

,e development of multimedia technology is insepa-
rable from the development of other technologies. Multi-
media network transmission technology is essentially the
product of a combination of multiple technologies, in-
cluding multimedia computer technology, network
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communication technology, and multimedia data encoding
and decoding technology. It is precisely because of the
development of network communication technology that
computers all over the world are connected to each other to
form a global network, which provides a prerequisite for the
sharing of resources. Each computer is no longer a separate
device, but a node in the entire network.

In the actual multimedia transmission process, the
transmission of many multimedia signals, including audio,
video, and image data, still uses relatively old technical
means based on analog signal transmission. ,e use of
analog signals to transmit multimedia signals has a long
history. ,e main problems it brings are the high cost of the
system, the need to lay a long line, the long construction
period, and the poor stability. Once the scale of the system
becomes larger, it is often necessary to lay more cables.,ese
thick and long cables increase the complexity of the circuit. If
the system structure changes, the existing lines need to be
changed. ,is makes it very inconvenient to implement
maintenance on the entire system.

With the support of the Internet of ,ings technology,
this paper studies multimedia communication transmission,
improves the corresponding algorithm, builds an intelligent
model, and improves the multimedia communication
compression transmission effect that integrates scene
elements.

2. Related Work

,e literature [5] applied compressed sensing technology to
the field of camera imaging and successfully produced a
single-pixel digital camera. ,e literature [6] used Bayer
color filters to enable single-pixel digital cameras to pro-
duce color images. ,e literature [7] used background
attenuation technology combined with single-pixel camera
data to automatically monitor and track targets. ,e lit-
erature [8] proposed a single-pixel terahertz imaging
system based on compressed sensing to successfully avoid
mechanical planar image scanning. ,e literature [9]
proposed a sparse imaging technology with the support of
compressed sensing theory and a dynamic imaging tech-
nology at the same time. In communication technology and
network, the literature [10] proposed fast Fourier sampling
algorithm based on compressed sensing theory for wireless
signal sensing and compression. ,e literature [11] pro-
posed a cyclic feature detection framework based on
compressed sensing for broadband spectrum sensing,
which uses second-order statistical information to meet the
high sampling rate requirements of traditional cyclic
spectrum remote sensing. ,e literature [12] uses com-
pressed sensing to restore sparse signals through decen-
tralized channels in a large-scale energy-efficient network.
,e literature [13] proposed a framework to improve the
compressed sensing algorithm, making it more suitable for
the restoration of overlay network traffic matrix and delay
matrix. By calculating the traffic matrix and the delay

matrix, the congestion of the overlay network can be es-
timated, which can reflect the current network security
status.

,e compressed sensing method proposed in [14] ig-
nores the internal correlation of a single set of signals and
only pays attention to the cross-correlation of multiple sets
of signals. Ray [15] formally proposed distributed com-
pressed sensing based on the compressed sensing series
theory. ,e main idea of distributed compressed sensing is
to extend the original compressed sampling of a single signal
to the centralized compressed sampling of the signal group,
focusing on the analysis of the internal correlation and cross-
correlation of the signal group, and then use these properties
to perform joint recovery of the signal group. Compared
with traditional compressed sensing, distributed compressed
sensing has greatly reduced the requirements for the amount
of observation data in the processing of signal groups, which
has further expanded the application of compressed sensing
theory. In the literature [16], the author proves through
experiments that distributed compressed sensing processing
related signals can improve the performance by 30%. ,e
joint sparse model of signal group is the theoretical basis of
distributed compressed sensing. Observation, the obtained
observation data can be accurately restored and recon-
structed at the receiving end. Literature [17], based on a
comprehensive analysis of the theoretical knowledge and
application background of the distributed compressed
sensing series, proposed three different joint sparse models
for different application scenarios and gave the corre-
sponding signal compression schemes. ,e paper discusses
the selection principle of distributed compressed sensing
observation matrix and uses a simple random sparse pro-
jection matrix as the observation matrix. ,e literature [18]
focused on the problem of restoring and reconstructing the
signal group with the distributed compressed sensing
method and adopted a reconstruction error estimation
method to improve the existing distributed compressed
sensing method.

Literature [19] proposed a distributed compressed
sensing model based on spatial correlation in wireless sensor
networks. After analyzing the joint sparse model and the
spatial correlation between nodes in the wireless sensor
network, the DCS encoding and decoding algorithm was
adopted, and the energy of the node was used as an eval-
uation index to perform a series of operations of distributed
compressed sensing. Literature [20] applies compressed
sensing technology to point-to-point networks and dis-
tributed networks in the Internet of ,ings, studies the
existing three types of joint sparse models of distributed
compressed sensing, and implements distributed com-
pressed video sensing GPSR (Gradient Projection for Sparse
Reconstruction) algorithm focusing on the analysis of
Bayesian compressed sensing, using the prior probability
distribution characteristics of the original signal, and using
the Bayesian principle in the reconstruction algorithm,
which makes Bayesian compressed sensing under the same
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conditions. Compared with the traditional compressed
sensing model, the model can recover and reconstruct the
original signal more accurately.

3. IoT Communication Compression
Processing Algorithm

,e image encryption algorithm can be realized by changing the
pixel value or changing the pixel position. Commonly used
symmetric encryption algorithms mainly include XOR en-
cryption, scrambling encryption, and mod 256 encryption.

XOR encryption uses an encryption key to generate a
stream cipher and then performs XOR operation on each bit of
the stream cipher image pixel bit by bit to obtain an encrypted
image. For a 256-level grayscale image I with a size of M∗N,
each pixel can be divided into 8 bits. For the pixel I(i, j), the s-th
bit can be expressed as I(i, j, s), as calculated by the following
formula [21]:

I(i, j, s) �
I(i, j)

2s mod2, s � 0, 1, . . . , 7. (1)

Among them, i represents the row where the pixel is
located, and j represents the column where the pixel is
located.

After obtaining the 8 bits of the original image pixels, an
8 bit pseudorandom sequence P with a size of M∗N can be
generated according to the encryption key. P(i, j) and pixel
I(i, j) are XORed to obtain encrypted pixel E(i, j), and finally
encrypted image E is obtained. ,e following formulas are
specific calculation processes:

E(i, j, s) � I(i, j, s)⊕P(i, j, s), (2)

E(i, j) � 
7

s�0
(i, j, s)×

s
. (3)

Figure 1 shows the changes of Lena images before and
after encryption. It can be seen that the encrypted image is
the same as the noise, and the original image content is
completely invisible to the human eye, thus achieving the
purpose of protecting the image content.,e reason why the
XOR encryption algorithm can achieve the encryption effect
is mainly that the random sequence P is randomly generated
according to the key, without any rules, and is evenly dis-
tributed. Moreover, the encrypted pixels obtained after the
XOR become evenly distributed, without retaining any
features of the original image, and greatly weaken the
correlation between the pixels of the original image.
Figure 1(a) is the original image histogram. We can see the
approximate distribution of pixel values in the original
image. Figure 1(b) is an encrypted image histogram.
Compared with the original image histogram, the pixel
values of the encrypted image histogram are evenly dis-
tributed without retaining any distribution characteristics of
the original image. ,erefore, the original image cannot be
found through the encrypted image, indicating that the
exclusive OR encryption algorithm is safe and can achieve
the purpose of protecting the security of the image.

For a grayscale image I with a size of MN, the range of
pixels is [0, 255]. According to the encryption key, a random
matrix R with the same size as the image is generated, the
image I and the random matrix R are added, and then
modulo 256 is added to obtain the encrypted image E. ,e
specific encryption process is shown in the following for-
mula [22]:

E(i, j) � (I(i, j) + R(i, j))mod256. (4)

When the image is decrypted, the encrypted image E is
subtracted from the random matrix R and then modulo 256
to obtain the original image I. ,e specific calculation
process is as shown in the following formula:

I(i, j) � (E(i, j) − R(i, j))mod256. (5)

Mod 256 encryption can be completely decrypted, and
there is no unrecoverable boundary point. For example,
when the original pixel is l(ij) � 255, the random number is
R(i, j) � 1 and the encrypted pixel is E(ij) � 0, and when
decrypted, I(i, j)�(0− 1) and mod 256 � 255. For the
original pixel I(ij) � 0, the random number is R(i, j) � 255,
then the encrypted pixel is E(ij) � 255, the decryption is
E(ij)-R(ij) � 0, the pixel is I(i, j) � 0, and mod 256 � 0. In the
same way, other pixel values can be also completely
decrypted.

Arnold transformation is a typical scrambling encryp-
tion algorithm. ,e main idea is to perform multiple ele-
mentary matrix transformations on the image matrix,
scramble the position of the image pixels, and then realize
image encryption. Arnold transformation is mainly for
square images, and for rectangular images, it needs to be
filled into a square matrix. Arnold transformation has a
transformation cycle, which is related to the pixel position
transformation cycle during encryption and decryption. For
images of different sizes, the transformation period is dif-
ferent. For images of size NN, the period T is shown in
Table 1 [23].

If it is assumed that the period of the Arnold transform is
t1 and the period of the inverse Arnold transform is t2, then
T� t1+t2. Arnold transformation is transformed by ele-
mentary matrix, and the specific calculation process is
shown in the following formula:

i′

j′
  �

1 b

a ab + 1
 

i

j
 modN. (6)

Among them, a and b are variable values, but the matrix
must satisfy the determinant value of 1, such as a− b� 1. (i,j)
represents the position coordinates of the pixel, (i′,j′) rep-
resents the pixel coordinates after transformation, and the
N∗N grayscale image is transformed t1 times according to
(5) to obtain the encrypted image. In the Arnold inverse
transformation, we only need to change the matrix to the
inverse matrix of the original elementary matrix.,e specific
calculation is as follows:

i

j
  �

ab + 1 − b

− a 1
 

i′

j′
 modN. (7)
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Figure 2 shows the original histogram of the Lena image
and the histogram of the scrambled encrypted image. It can
be seen that the changing trends of the two histograms are
the same, indicating that the encrypted image retains the
characteristics of the original image. ,erefore, the en-
cryptionmethod has security problems, whichmay cause the
original image information to be leaked.

Figure 3(a) is an original image block, using the en-
cryption key to generate a random number, which is set to
56. Figure 3(b) is the image block after XOR encryption, and
Figure 3(c) is the image block after mod 256 encryption.
Figures 3(d) and 3(e) show the corresponding difference
(pixels in the block minus the pixel at the first position)
image block. It can be seen from Figure 3 that Figure 3(f)
and Figure 3(d) are closer. It shows that the mod 256 en-
cryption algorithm can better preserve the correlation of the
image, so the mod 256-scrambling encryption algorithm is
more suitable for introducing the traditional reversible in-
formation hiding algorithm into the encrypted image.

Figure 4 shows the encryption effect of the Lena image
under different size blocks, and Figures 4(a)–4(c) show the
effect diagram encrypted with the mod 256 algorithm. It can
be seen that as the block becomes larger, the image en-
cryption effect becomes worse, and the basic outline of the
original image can even be seen. ,erefore, only using mod
256 encryption is insecure. Figures 4(d) and 4(e) show the
encrypted image after block scrambling. It can be seen that
compared with Figures 4(a)–4(c), no original image content
can be seen. ,erefore, the encryption effect of using mod
256-scrambling encryption algorithm is better than that of
using mod 256 encryption algorithm alone.

Figure 5 shows the encrypted image histogram of the
block mod 256-block dislocation encryption algorithm for
different block sizes. From Figures 5(b)–5(d), it can be seen
that the encrypted image has a uniform pixel distribution
and does not retain any features of the original image. ,us,
the original image cannot be obtained by attacking the
histogram of the encrypted image, indicating that the mod
256-block dislocation encryption algorithm is secure.

As the block becomes larger, it can be seen that the
distribution of the encrypted image histogram gradually
changes, and it begins to become less uniform. ,erefore,
when using this encryption method, in order to ensure the
security of the original image, it is necessary to use as small
image blocks as possible.

,e detailed operation steps of the histogram modifi-
cation algorithm are as follows.

Step 1: the algorithm scans the image, counts each pixel
value, and obtains the histogram of the image as shown in
Figure 6.,e peak point pixel value P� 121 is obtained from
Figure 6, the zero point is the pixel value in the range of
[209, 255], and the pixel value Z� 209 is the minimum zero
point on the right.

Step 2: the algorithm finds the peak point P and the zero
point Z in the histogram. ,e following takes the case of
P<Z as an example to introduce the histogrammodification
algorithm. P<Z indicates that the zero point is on the right
of the peak point. Before embedding additional data, the
pixel value point falling in the interval (PZ) is shifted to the
right by one unit. At this time, the number of pixel value
points P+1 is zero, which can be used to hide the additional
data. ,e specific operation is shown in (8), where b is the
additional data, x is the original pixel value, and x′ is the
modified pixel value.

x′ �

x + b, if x � p,

x + 1, if p<x<Z,

x, otherwise.

⎧⎪⎪⎨

⎪⎪⎩
(8)

Step 3: when extracting additional data, the algorithm
first obtains the histogram of the image with additional data
according to Step 1. ,e recovery process is the opposite of
the hiding process. Since the location of the peak point will
not change, the algorithm first finds the peak point P. ,e
additional data 0 is extracted at the pixel point equal to P,
and the additional data 1 is extracted at the pixel point equal
to P+1. ,e following formula is the additional data ex-
traction process:

Table 1: Arnold transformation period of images of different sizes.

N 2 4 6 12 25 64 128 256 512
T 3 3 12 12 50 48 96 192 384
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Figure 1: Comparison of histograms before and after Lena XOR encryption: (a) original histogram; (b) encrypted image histogram.
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Figure 2: Arnold transform histogram: (a) original histogram; (b) scrambling encryption histogram.
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Figure 3: Comparison of the relevance of encryption methods. (a) ,e original image block. (b) Encrypted image block. (c) Mod 256
encryption image block. (d) ,e original image block D-value. (e) Encrypted image block D-value. (f ) Mod 256 encryption image block D-
value.
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Figure 4: Continued.
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(d) (e) (f )

Figure 4: Comparison of encryption effects of different encryption algorithms. (a) 4∗ 4 mod2 56s. (b) 8∗ 8 mod 256. (c) 16∗16 mod 256.
(d) 4∗ 4 mod 256 scrambling. (e) 8∗ 8 mod 256 scrambling. (f ) 16∗16 mod 256 scrambling.
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Figure 5: (a) Original and encrypted Lena image histogram. Mod 256-scrambling encrypted image histogram: (b) 4∗ 4 block; (c) 8∗ 8
block; (d) 16∗16 block.
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Figure 6: Image histogram.
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b �
0, if x′ � P,

1, if x′ � P + 1.

⎧⎨

⎩ (9)

Step 4: after the additional data is extracted, the algo-
rithm needs to restore the image. If the pixels in the range of
[P+1, Z] are shifted by one unit to the left, the original image
can be obtained. ,e specific operation process is as follows:

x �

x′, if x′ � P,

x′ − 1, if P + 1< x<Z + 1,

x′, otherwise.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(10)

After determining the pixel prediction method, the al-
gorithm uses three-neighbor pixels to predict the pixel.
Formula (11) shows the prediction process, where a, b, and c
are the pixels at the right, bottom, and right diagonal po-
sitions of the predicted pixel x, respectively.

x′ �

min(a, b), if c≥max(a, b),

max(a, b), if c≤min(a, b),

a + b − c, otherwise.

⎧⎪⎪⎨

⎪⎪⎩
(11)

After the pixel predicted value x′ is obtained, the original
pixel x is subtracted from its predicted value x′ to obtain the
prediction error e, as shown in (12), to obtain the space for
embedding additional data. ,e specific operation process is
as in (13). After the additional data is embedded in the
prediction error, the pixel value X after the embedded ad-
ditional data can be obtained by formula (14).

e � x − x′, (12)

e′ �

e − 1, if e< − 1,

e − b, if e � − 1,

e + b, if e � 0,

e + 1, if e> 0,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(13)

X � x′ + e′. (14)

,e prediction error histogram is Gaussian distrib-
uted, with the peak generally at prediction error 0. Fig-
ure 7 shows the process of panning the prediction error
histogram to hide the additional data. Figure 7(a) shows
the original prediction error histogram. If we choose to
hide the additional data at prediction error − 1 and 0, the
prediction error region to the left of prediction error − 1 is
shifted one unit to the left to free up prediction error − 2 as
the space for hiding the additional data. Similarly, the
prediction error 1 is vacated to the right of the prediction
error 0 as the space of hidden additional data, the his-
togram of prediction error after translation is obtained as
in Figure 7(b), and 7(c) shows the histogram of the
prediction error after embedding the additional data. ,e
errors − 2 and 1 are obtained when the additional data
hidden in the prediction error value − 1 and 0 is 1. If the
additional data hidden is 0, the errors − 1 and 0 remain
unchanged.

,e prediction value x′ can be obtained accurately using
the same prediction method, and the prediction error e′ is
obtained by subtracting the pixel X containing additional
data from the prediction value x′. According to the principle
of modifying the prediction error to hide the additional data,
the range of the prediction error with additional data can be
inferred. It is also obvious from Figure 7(c) that the pre-
diction error with additional data is in the range of [− 2, 1].
,en, the additional data is extracted, and the prediction
error is recovered according to the prediction error range, as
follows:

b �
0, if e′ � − 1 or 0,

1, if e′ � 1 or − 2,

⎧⎨

⎩ (15)

e′ �
e′ − 1, if e≥ 1,

e′ + 1, if e′ ≤ − 2,

e′, otherwise.

⎧⎪⎪⎨

⎪⎪⎩
(16)

Step 5: ,e algorithm extracts additional data b through
Step 3, and then obtains the initial prediction error e. ,e
original pixel x can be obtained by adding the prediction
error e to the pixel x containing the additional data, as shown
in the following formula:

x � X + e. (17)

,e additional data embedding rate indicates how many
bits of additional data can be hidden in a pixel, and is an
evaluation of the image’s ability to carry additional data. ,e
higher the additional data embedding rate, the better the
algorithm, and the lower the additional data embedding rate,
the worse the algorithm. ,e following formula calculates
the additional data embedding rate with an image size of
M∗N and an embedding capacity of num:

rate(bpp) �
num

M × N
. (18)

For an 8 bit 256-level grayscale image with a size of
M∗N, its PSNR value is calculated as follows:

PSNR � 10 × log 10
255 × 255
MSE

 . (19)

Among them, MSE is the mean square error between the
directly decrypted image and the original image, as defined
in (20), where I is the original image and Γ is the directly
decrypted image.

NSE �


M− 1
i�0 

N− 1
j�0 I(i, j) − I′(i, j)( 

2

M × N
. (20)

For an image block containing n pixels, the pixels are
sorted in ascending order; nL, nH, and nR are used to
represent the lengths of sets L, H, and R; and each set
represents a category of pixels. Pixel x(1), x(2), . . . , x(n){ }

in the block is sorted in ascending order to get
h(1), h(2), . . . , h(n){ }, and L � h(1){ }, R � h(n){ }, i � 1,

j � n, nL � 1, nR � 1, are initialized. ,e specific classifica-
tion process is described in (1), where the parameter EL is the
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maximum value of the prediction error interval used to
embed additional data, and i and j are used for classification
and counting.

h(i) ∈ L, i � i + 1, if h(i) − h(1)≤EL and i≤ j≤ n,

h(j) ∈ R, j � j − 1, if h(n) − h(j)≤EL and j≤ i≥ 1.
 (21)

After the classification, the remaining pixels in the block
form a set H. In pixel prediction, different prediction
methods are designed for different sets according to their

characteristics. ,e predicted value of the pixel in the set L is
the maximum value max(L) in the set, and the predicted
value of the pixel in the set R is the minimum value min(R)
in the set. ,e pixels in the setH are predicted by judging the
relationship between the difference between the maximum
values max(H) and max(L) of the pixels in the set H and the
parameter EL. ,e specific prediction process for the pixels
in the set H is as follows:

f(i) �

max(L), if i � nH,

max(L), if 1≤ i≤ nH, max(H) − max(L)≤EL,

max(L) + EL, if 1≤ i≤ nH, EL<max(H) − max(L)≤ 2EL,

max(L) − EL, if 1≤ i≤ nH, max(H) − max(L)> 2EL.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(22)

An image I of size M∗N is divided into nonoverlapping
blocks B1, B2, . . . , Bt  of u × v size, where
t � (M∗N)/(u∗ v) represents the number of blocks, and
the specific image encryption steps are as follows.

Step 1: ,e algorithm generates a pseudorandom se-
quence R of length t according to encryption key 1 and adds
mod 256 to the random number in the sequence and the
pixels in the block. Moreover, the same random number is
added to the pixels in each block, and the specific operation
is shown in the following formula to obtain the encrypted
image block E1, E2, . . . , Et .

Es(i, j) � Bs(i, j) + Rs( mod256

1≤ i≤ u, 1≤ j≤ v, 1≤ s≤ t.
(23)

Step 2: ,e algorithm scrambles the position of the
encrypted image block and generates a random natural
number sequence w from 1 to t according to encryption key
2. ,e position of the block is exchanged according to the
sequence W, the obtained block is Ew1, Ew2, . . . , EwN , and
then the block is reorganized to obtain the encrypted image
C.

In order to make the scrambling process clearer, Figure 8
is an example of scrambling encryption. ,e sequence W�

{5, 3, 9, 7, 2, 1, 4, 8, 6} is generated according to encryption
key 2. ,is sequence corresponds to the original sequence
{1, 2, 3, 4, 5, 6, 7, 8, 9}; for example, 5 corresponds to 1 and
the positions are swapped. Figure 8(a) is the position before
scrambling, and Figure 8(b) after scrambling. Figure 8 shows
that the position after scrambling is completely different
from the original position, and the scrambling effect is
achieved.

Additional data hiding is divided into three parts: (1)
encrypted image overflow processing; (2) pixel selection; (3)
embedded additional data. Figure 9 is a general flow chart of
the additional data embedding algorithm. ,e process of
recording the location is shown in as follows:

LN(i, j) �

1, if C(i, j)> 255 − (EL + 1),

andC(i, j)<EL + 1,

0, if C(i, j) ∈ [255 − 2EL − 1255 − EL − 1],

andC(i, j)<[EL + 1, 2EL + 1].

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(24)

,e specific calculation process of the processed
encrypted image E is shown as follows:

e(i, j) �

c(i, j) − EL − 1, if c(i, j)> 255 − EL − 1,

c(i, j) + EL + 1, if c(i, j)<EL + 1,

c(i, j), otherwise.

⎧⎪⎪⎨

⎪⎪⎩
(25)

In order to accurately extract the additional data, the
com value in the last row and the last column of the image is
recorded as 0. According to the three pixels on the right,
bottom, and right diagonal positions, the com value is
obtained by calculating the absolute value of the difference
between the right pixel and the bottom pixel and the right
diagonal pixel. ,e specific calculation is as follows:

com(i, j) � |e(i + 1, j) − e(i + 1, j + 1)|

+|e(i, j + 1) − e(i + 1, j + 1)|.
(26)

,e predicted value of e1 is obtained according to (22);
the predicted value is specifically calculated as (27); and the
predicted value of pixel e1l is subtracted from the predicted
value to obtain the prediction error Pel of e1, which is
calculated as formula (28).

e �

max(L), e≤max(L),

MIN(R), e≥min(R),

f, other,

⎧⎪⎪⎨

⎪⎪⎩
(27)

Pe � e − e. (28)
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,e specific calculation of the additional data embedding
is shown in formula (29), where e is the pixel value after
embedding the additional data and b is the additional data.

e′ �

e − (EL + 1), if Pe< − EL,

e + Pe − b, if − EL≤Pe< 0,

e + Pe + b, if 0≤ Pe<EL,

e +(EL + 1), if Pe>EL.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(29)

,e additional data is extracted in three steps: (1) pixel
selection; (2) pixel prediction; (3) extraction of additional
data. Because this part scans the image and the image block
in reverse order, it can accurately calculate the complexity of
the pixel and select the pixel to obtain the sets L, H, R.
According to the size relationship between the pixel e4′ and
the set critical values max(L) and min(R), it is determined
which set the pixel e4 belongs to, and the predicted value of
the pixel e4′ is predicted. ,e specific operation is shown in

E1 E2 E3

E4 E5 E6

E7 E8 E9

(a)

E9 E1 E5

E4 E8 E2

E6 E3 E7

(b)

Figure 8: Changes before and after image block scrambling: (a) images block before scrambling; (b) images block after scrambling.
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Figure 7: ,e translation process of the prediction error histogram: (a) histogram of the prediction error; (b) histogram of the prediction
error after translation; (c) prediction error histogram with additional data.
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(17). ,e predicted value e4 of the pixel e4′ is subtracted to
obtain the prediction error Pe4′, as shown in the following:

Pe′ � e′ − e. (30)

,e peak area of the embedded additional data is [–EL,
EL], and the maximum change value of the pixel is (EL+1).
,erefore, if the prediction error Pe4′ is in the range of
[− 2EL− 1, 2EL+1] when the additional data is extracted, this
means that the pixel e4′ contains additional data, and the

additional data b is extracted according to the prediction
error Pel′. ,e specific calculation is as follows:

b �
0, if Pe′mod2 � 0,

1, if Pe′mod2 � 1.

⎧⎨

⎩ (31)

After the additional data is extracted, the pixel e4′ is
restored according to the extracted additional data b to
obtain e4. If the additional data is not included, the pixel e4″
is directly modified according to the prediction error Pe4′ to

Start

Break into little with size of u∗v

Enter an encrypted image

Overflow handing

The i th pixel within the image block
1≤i≤u∗V

Pixel complexity com<T

Pixel prediction

Multi-level prediction error histogram
translation is embedded with additional

data

The output contains additional data-encrypted
images

End

Figure 9: Flow chart of the additional data embedding algorithm.
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obtain e4. ,e specific calculation process is shown in the
following formula:

e �

e′ +(EL + 1), if Pe′ < − 2EL − 1,

e + fix
Pe′ − b

2
 , if 0≤ Pe′ ≤ 2EL + 1,

e + fix
Pe′ + b

2
 , if − 2EL − 1≤Pe′ < 0,

e′ − (EL + 1), if Pe′ > 2EL + 1.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(32)

,e algorithm decompresses through arithmetic coding
to obtain the original overflow position map LM, processes
the image E according to the LM, removes the preprocessing
operation before embedding additional data, and obtains the
original encrypted image C.,e specific operation process is
as follows:

C(i, j) �

C′(i, j) + EL + 1, if LM(i, j) � 1, c′(i, j) ∈ [255 − 2EL − 1, 255 − EL − 1],

C′(i, j) + EL − 1, if LM(i, j) � 1, c′(i, j) ∈ [EL + 1, 2EL + 1],

C′(i, j), otherwise.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(33)

Image decryption is the reverse process of image en-
cryption. In order to ensure lossless image decryption, the
algorithm first generates a random sequenceWof numbers 1
to t according to encryption key 2. After that, the algorithm
scrambles the image block, and the image block returns to
the original position. ,e algorithm generates a pseudo-
random sequence R of length t according to encryption key 1
and then subtracts mod 256 from the image block
E, E, . . . ,{ }. As calculated by formula (34), the decrypted
image block B1, B2, . . . , Bt  is obtained, and the original
image I is finally obtained.

BS(i, j) � Es(i, j) − Rs( mod256

1≤ i≤ u, 1≤ j≤ v, 1≤ s≤ t.
(34)

4. AnalysisofCommunicationCompressionand
Transmission in aMultimedia and Internet of
Things Environment Integrating
Scene Elements

,e working principle of network multimedia communi-
cation system is as follows: when the caller initiates a call and
the two sides establish a connection, the two sides can make
voice calls normally, and when graphic communication is
needed, the two sides can make graphic communication
through the touch screen. First, the sender makes the graphic
information input on the touch screen, and the graphic

signal processing module collects the graphic signal and
sends it to the microprocessor for processing. ,e micro-
processor first judges whether the graphic data meets the
sending criteria. If it does, the data is compressed and coded
for one frame and then sent. ,e principle block diagram of
the transmitting side of the network multimedia system is
shown in Figure 10.

According to the idea of this algorithm, an adaptive
transmission mode is designed for video transmission. ,e
frame diagram is shown in Figure 11. A rate adjustment
module is added to the video compression data sending end,
and a network data monitoring module is added to the
receiving end accordingly.

Next, this paper evaluates the communication com-
pression transmission effect of the model proposed in this
paper. ,is article collects multi-scene element data and
combines it with the system for multimedia data trans-
mission. After constructing the intelligent Internet of,ings
system, this paper evaluates the effect of communication
compression transmission. ,e set evaluation parameters
are the data compression effect and the communication
transmission effect, and the results obtained are shown in
Table 2 and Figure 12.

,rough the above experimental research results, it can
be seen that the communication compression transmission
system in the multimedia and Internet of ,ings environ-
ment integrating scene elements proposed in this paper is
more effective.
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Figure 11: Video transmission system.
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Figure 10: Block diagram of the system transmitter.

12 Advances in Multimedia



5. Conclusion

,e development of multimedia technology cannot be sepa-
rated from the development of other technologies. Multimedia
network transmission technology is essentially the product of a
combination of technologies, including multimedia computer
technology and network communication technology, as well
as multimedia data coding and decoding technology. In the
actual multimedia transmission process, the transmission of
many multimedia signals, including audio, video, and image
data, still uses relatively old technical means based on analog
signal transmission. ,e use of analog signals to transmit
multimedia signals has a long history, and it brings the main
problems of the high cost of the system, the need to lay a long
line, the long construction cycle, the poor stability. Once the
system becomes larger, more cable runs are often required,
and these thick and long cable runs add to the complexity of

the wiring. If the system structure changes, existing wiring also
needs to be changed. ,is leads to very inconvenient main-
tenance of the whole system. With the support of Internet of
,ings technology, this paper studies multimedia commu-
nication transmission, improves the corresponding algorithm,
builds an intelligent model, and enhances the compressed
transmission of multimedia communication with fused scene
elements.
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,e labeled dataset used to support the findings of this study
is available from the corresponding author upon request.
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Table 2: Evaluation of the effect of the communication compression transmission system in the multimedia IoT environment integrating
scene elements.

Number Data
compression

Data
transmission Number Data

compression
Data

transmission Number Data
compression

Data
transmission

1 96.9 97.3 16 95.5 98.3 31 96.7 97.2
2 96.9 98.6 17 95.9 99.5 32 97.0 99.1
3 98.0 97.5 18 96.8 99.3 33 98.2 97.3
4 96.6 99.6 19 95.1 98.8 34 96.3 98.1
5 95.3 99.9 20 97.1 97.8 35 94.5 99.6
6 95.2 98.6 21 98.9 99.1 36 94.5 99.1
7 98.1 99.7 22 95.0 98.7 37 97.8 100.0
8 97.5 99.3 23 97.7 99.3 38 97.9 98.2
9 96.9 97.7 24 95.0 97.9 39 98.8 98.5
10 96.4 99.1 25 96.1 100.0 40 95.1 97.2
11 94.7 98.7 26 98.3 97.8 41 98.3 98.4
12 94.6 98.9 27 94.8 97.8 42 97.3 99.3
13 99.0 97.2 28 96.1 99.9 43 98.4 99.6
14 94.2 98.0 29 97.6 98.3 44 97.1 98.4
15 96.8 98.3 30 97.8 97.1 45 95.0 99.7
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Figure 12: Statistical diagram of test data.
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