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In order to solve the problem of lack of multimodal emotional database, a computer speech recognition technology and graphic
form design research were proposed. Using the hidden Markov model (HMM) to recognize speech emotion is mainly to provide
emotion type for the subsequent expression fusion. When the emotion category in the speech is obtained, the facial animation
parameter (FAP) corresponding to the speech emotion can be combined with the lip movement FAP based on the Moving
Pictures Experts Group (MPEG-4) face animation standard to obtain a comprehensive FAP.�e results show that the recognition
e�ect of speech emotion recognition in the method used in this paper is relatively better than that obtained by other literature
methods, and the average recognition rate reaches 70.24%, which is higher than the other three methods. It is veri�ed that this
method can present a better recognition e�ect.

1. Introduction

Computer speech recognition technology is the abbreviation
of automatic speech recognition by machine. Speech rec-
ognition technology is related to multidisciplinary research
�elds. Research results in di�erent �elds have contributed to
the development of speech recognition [1]. To some extent,
the di¡culty of making the machine recognize speech is like
a person with poor foreign language listening to foreigners.
It is related to the speaker, speaking speed, speaking content,
and environmental conditions. �e characteristics of speech
signal make speech recognition di¡cult. �ese character-
istics include variability, dynamics, instantaneous, and
continuity [2]. As an acoustic expression, speech has become
the research object of people’s attention by expressing itself
through direct ideological and emotional communication.
Among them, the traditional signal processing theory based
on linear and short-time stationary characteristics has also
become an important knowledge basis for the study of
speech recognition and has become a research hotspot [3].

With the continuous development of information tech-
nology, the emergence of human-computer interaction
technology provides a faster way for human production and

life. In the �eld of emotion recognition of human-computer
interaction, through the use of computers to process and
analyze various emotional signals, people’s emotional states
can be recognized so as to realize good human-computer
interaction [4]. �e fusion and recognition of speech rec-
ognition technology and facial expression information in
graphic shape design has also become a research hotspot [5].
As the most important external feature, human face can
convey a lot of nonverbal information to enhance under-
standing or express emotion. However, due to toomany facial
parameters, it becomes very cumbersome to directlymanually
adjust the control parameters to generate real and moving
facial expressions. Voice-driven animation technology greatly
reduces this workload. It directly uses speech recognition
signal to drive facial animation by establishing the mapping
relationship between lip movement and speech. At present,
most speech-driven animations do not take into account the
emotional information contained in speech recognition signal
[6, 7]. Emotion is an important information resource. For the
same sentence, people will show di�erent facial expressions
due to emotional joy or sadness. Computer speech recog-
nition technology is shown in Figure 1. �e use of various
CAD software for auxiliary design has become a need and
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trend today. ,e human-computer interaction mode of CAD
is developing in amore natural and intelligent direction.With
the continuous progress and innovation of computer tech-
nology and artificial intelligence technology, CAD software is
also facing a big opportunity and challenge, and a new
technological revolution is emerging quietly. Scholars and
engineering technicians have conducted numerous engi-
neering practices and theoretical researches on the health
monitoring of large-span steel structures but are less involved
in the structural health monitoring of the whole life cycle.,e
application of BIM technology in the field of structural health
monitoring is currently a research hotspot, but the application
in the field of large-span steel structures is still lacking.
,erefore, based on the characteristics of large-span space
steel structure and the advantages of BIM technology in
information integration and three-dimensional visualization,
this paper develops a large-span space steel structure health
monitoring system based on the BIM platform so as to realize
the timely and accurate monitoring of large-span space steel
structure monitoring data.

2. Literature Review

,e tone, intensity, amplitude, fundamental frequency,
resonance peak, and duration of people in different emo-
tional states are different. ,rough the analysis and calcu-
lation of these structural characteristics, the emotional
content contained in speech can be recognized. At present,
there are many researches on speech emotion recognition.
Ozseven took the pitch frequency related information as the
main feature parameter, used three classifiers, maximum
likelihood Bayesian classification, kernel regression, and
k-nearest neighbor, to identify four emotions, fear, anger,
sadness, and happiness, and achieved a recognition rate of
60% ∼ 65% [8]. Poorna and Nair believe that speech, as an
acoustic expression, has become the research object of
people’s attention through direct ideological and emotional
communication [9]. Nordström and Laukka extracted ef-
fective information in the nonlinear analysis of Chinese
speech through the research and calculation of correlation
dimension [10]. Jermsittiparsert et al. quantitatively de-
scribed the chaotic characteristics of speech signals through

the fractal dimension of a single dimension [11]. Shaqra et al.
introduced the nonlinear characteristics of speech signal
multifractal into the research of emotion recognition and
achieved a good recognition effect [12]. Konduru and
Mazher Iqbal proposed an automatic speech emotion rec-
ognition system based on phase feature. ,e experiment
shows that, compared with the ordinary system using only
amplitude information, the speech emotion recognition
system combining phase information and amplitude in-
formation can significantly improve the recognition per-
formance [13]. Ahalawat and Mondal used quadratic feature
selection to comprehensively select feature subsets and
combined it with kernel fusion for speech emotion recog-
nition.,ey carried out experiments in the emotional speech
database, which not only effectively improved the accuracy
of emotion recognition but also had certain robustness to
speech noise [14]. Selvaraju et al. proposed a feature ex-
traction method based on a pyramid structure double sparse
learning model for speech emotion recognition. ,e pro-
cessing task of this method is the array county with right
extrusion [15]. Rosa Velardo and Frutos-Escrig used the
nonlinear features of speech signals to recognize four kinds
of emotional speech. ,rough the fusion of different fea-
tures, an average recognition rate of 87.62% can be obtained.
After so many years of development, speech recognition
technology has become more and more mature and has
made great achievements in various fields such as emotion
model, emotion database, and emotion characteristics [16].
Buonamici et al. believe that the quality of speech sample
data recorded in speech emotion database directly affects the
effect of speech emotion recognition. ,erefore, how to
select or establish an appropriate emotional speech database
must also be paid attention to [17]. Based on this research,
this paper proposes a research on computer speech recog-
nition technology and graphic shape design using hidden
Markov model (HMM) for speech emotion recognition.
Because the research purpose is for mobile RBT entertain-
ment, emotions are divided into five categories, anger, joy,
loveliness, helplessness, and excitement, and a set of 66-
dimensional facial animation parameters (FAP) based on
Moving Pictures Experts Group (MPEG-4) standard is
established for each emotion to generate the corresponding
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Figure 1: Computer speech recognition technology.
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expression animation and realize the direct mapping of voice
emotion and face animation parameters. After a segment of
speech is given, the expression FAP can be obtained from
speech emotion recognition, and the lip movement FAP can
be obtained from the speech recognition part of the system.
,en, the multisource information of facial expression can
be synthesized according to the comprehensive expression
function obtained from the speech signal. Finally, the
comprehensive FAP can be obtained to drive the two-di-
mensional face grid to generate realistic facial animation.

3. Research Methods

3.1. SystemIntroduction. Figure 2 shows the general diagram
of the face animation system. ,e system includes two parts
of speech and two-dimensional face picture processing. ,e
processing of speech part is divided into three parts as
follows: (1) Speech emotion recognition. ,is paper selects
about 180 RBT voices of different speakers and divides them
into five categories according to their emotions: anger, joy,
loveliness, helplessness, and excitement. Because the dif-
ference between joy, loveliness, and excitement is not par-
ticularly obvious, they all belong to joy first. ,erefore,
firstly, an HMM is trained to recognize anger, joy, and
helplessness [18]. In order to meet the needs in the appli-
cation of RBT animation, we further extract more advanced
emotional feature parameters for three categories of emo-
tions, joy, loveliness, and excitement, and train HMM
recognition for each category. For an input speech, the six
HMM can recognize its specific emotion category and get
the corresponding expression FAP. (2) Speech recognition.
After syllable division and syllable recognition, lip FAP
synchronized with RBT speech signal can be obtained. (3)
Comprehensive expression function. After analyzing the
strength of RBT voice, the comprehensive expression
function can be obtained. From this function, the total FAP
can be obtained by fusing expression FAP and lip movement
FAP [19].

For two-dimensional face images, 118 feature points are
extracted by the face detection method to form a face grid.
Finally, the face grid is driven by the total FAP to obtain the
final face animation.

,e main innovation points of this paper are summa-
rized as follows (see formula (1)):
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Finally, the optimal parameters θ and α are found by
solving the following optimization problems (see formula
(2)):
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In order to simulate the influence of noise in the real
environment, this paper uses a variety of noise-adding in-
tervention methods. After the noise is added, the speech
signal can be described as shown in (3) and (4):

Dist(x) � pi · T(x). (3)

T ∈ Tem(·),Rever(·), Fre(·),Add(·){ }, x ∈ R. (4)

At the same time, the operation speed of the convolu-
tional network is greatly improved. At the same time, in
order to increase the depth of the network and reduce the
information loss and gradient disappearance and gradient
explosion, a residual structure is introduced to build a re-
sidual gated convolutional network, and its mathematical
expression is shown in (5) and (6):

hi(X) � (X∗W + b)⊗ σ(X∗V + c). (5)

hi+1(X) � hi(X) + hμ(X). (6)

,emathematical expression of the basic structure of the
recurrent network based on LSTM is shown in formulas (7),
(8), and (9):

ii � φ Ui hi−1, xi  + bi( . (7)

fi � φ Ui hf−1, xi  + bf . (8)

oi � φ Uo hi−1, xi  + bo( . (9)

Among them, φ is the activation function, and xi repre-
sents the vector composed of the second dimension and the
third dimension in the input matrix X. Ui represents the
weight matrix of the input gate; Uf represents the weight
matrix of the forget gate; UO represents the weight matrix of
the output gates bi, bf, and bo, which represent the biasweight.

3.2. Speech EmotionRecognitionTechnology. Speech emotion
recognition is a relatively new researchfield. Itmainly analyzes
the change law of speech corresponding to emotion, uses a
computer to accurately extract emotion features from speech,
and determines the emotion category of the tested object
according to these features. ,e speech emotion recognition
studied in this paper is mainly for mobile phone RBT, es-
tablishes the direct mapping relationship between RBTspeech
emotion and facial animation parameters, and provides ex-
pression categories for subsequent expression fusion [20].

3.2.1. Emotional Speech Database. ,e establishment of
speech emotion database is the basis of speech emotion
recognition [21]. According to the RBT speech samples, it is
divided into five kinds of emotions: anger, joy, loveliness,
helplessness, and excitement. Cool Edit Pro 2.1 is used to edit
about 300 emotional voices that belong to the above five
types of emotions from the RBT voice and save them as
WAV files (16000 Hz, 16 bits, mono). ,e selection of voice
clips mainly follows the following two principles: (1) ,e
sentences cannot have clear semantic tendency. Only in this
way can we ensure that the construction of voice database
will not affect the judgment of experimenters. (2),e time of
each voice is controlled within 7 s, which is not conducive to
the expression of emotion and will weaken the characteristic
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parameters used for emotion judgment. In order to test the
effectiveness of the collected emotional speech, listening
experiments are carried out in this paper. ,ree experi-
menters were invited to listen to these emotional sounds,
and they were asked to say the emotional categories of the
played sounds through subjective judgment [22, 23]. In
addition to those sentences that are not within the five kinds
of emotions or the fact that the emotion type is not obvious,
they voted to divide these sounds into five kinds of emotions:
anger, joy, loveliness, helplessness, and excitement. Finally,
179 sentences were selected as the emotional speech database
of this paper, as shown in Table 1.

3.2.2. Emotional Feature Parameter Extraction. In the re-
search of speech emotion recognition, the extraction of
speech feature parameters plays a decisive role in the rec-
ognition effect. It can accurately reflect the speech param-
eters of emotional features and significantly improve the
recognition rate. In this paper, four kinds of parameters such
as pronunciation rate, pitch frequency, formant, and Mel
frequency cepstrum are extracted as emotional features.

(1) Pronunciation Rate. Pronunciation rate belongs to the
characteristics of speech signal in time structure. It reflects
the urgency of people’s mood when talking and will vary
with different emotional states. In this paper, the pronun-
ciation rate refers to the number of syllables contained in the
speech signal per unit time.,e number of syllables refers to
the number of peaks in the speech signal whose peak exceeds
a certain threshold. ,e unit time of speech signal also
includes the mute part of speech because the mute part also
contributes to emotion.

(2) Pitch Frequency. Pitch frequency is one of the important
features reflecting emotional information. In this paper, the
pitch frequency is calculated frame by frame by cepstrum
method, and the pitch frequency curve is median filtered
and linear smoothed. ,e positive and negative mean
values of fundamental frequency change rate in unit time
period are extracted as characteristic parameters. ,e
fundamental frequency change rate here refers to the first-

order difference of the fundamental frequency of each
frame speech signal.

(3) Formant. Formant is an important parameter reflecting
the characteristics of sound channel. Different emotions may
cause different changes in the vocal tract and also lead to
different resonance peaks of speech signals under different
emotional states. In this paper, the 16th order prediction
coefficient is obtained by the linear prediction method, then
the frequency response curve of the channel is estimated by
the prediction coefficient, and finally, the frequency and
bandwidth of each formant are calculated by the peak de-
tection method. In the classification of anger, joy, and
helplessness, only the mean value of the first formant fre-
quency per unit time is selected as the characteristic pa-
rameter. Because the mean value of the frequency and
bandwidth of the first three formants has a good effect on
further subdividing the three categories of speech emotion of
joy, loveliness, and excitement, it is selected as the char-
acteristic parameter when subdividing these three categories
of emotional speech.

(4) Mel Frequency Cepstrum. MFCC (Mel frequency cepstral
coefficients) is a cepstral characteristic parameter extracted
in the Mel scale frequency domain, which describes the
nonlinear characteristics of human ear’s perception of fre-
quency. Firstly, the speech signal is processed, then the
window is added according to the window length of 30ms
and the window shift of 10ms, and 12 triangular filters are
selected to form a filter bank according to the application
characteristics. When the signal passes through the filter
bank, the weighted sum of all signal amplitudes within the
frequency bandwidth of each filter is taken as the output of
each band-pass filter, and then the logarithm of all filter
outputs is calculated. Finally, the dimension of the feature

Table 1: Sample number of speech emotion database.

Emotion
category Anger Delighted Lovely Resignation Excitement

Sample
individual 44 31 34 33 26

HMMS syllabification Strong and weak analysis

Anage, joy, lovel, 
helplessness, excitement

Syllable recognition

Comprehensive expression 
functionLip-moving FAPexpression FAP

overall FAP

Figure 2: General diagram of system.
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vector is reduced by discrete cosine transform, and the first
12-dimensional MFCC is obtained as the feature parameter.

In the first step (recognizing anger, joy, and helpless-
ness), 16-dimensional feature vectors of the above four types
of emotion parameters are extracted for each speech. When
voice emotion is recognized as joy, the second step is re-
quired to identify which of the three categories of joy,
loveliness, and excitement. At this time, the extracted
emotion parameter is a 21-dimensional feature vector [24].

3.2.3. Realization of Speech Emotion Recognition. Considering
that, in most cases, people’s emotions will not change in a
short time, this system recognizes each RBTspeech sample as
only one kind of emotion. Speech emotion recognition is
essentially a process of pattern recognition. At present, there
are linear discriminant classification, k-nearest neighbor
method, SVM, and other methods. Based on the wide ap-
plication and excellent performance of HMM in the field of
speech recognition, it is selected as the recognizer in this
paper.

HMM is essentially a dual stochastic process finite-state
automata, including the stochastic process of state transition
and the stochastic process of observation output. ,e sto-
chastic process of state transition is implicit, which is
expressed by the stochastic process of observation sequence.
HMM can be represented by triples: μ � (A, B, ), where A
is the state transition matrix, B is the observed output
probability matrix of the state, and  is the initial distri-
bution probability matrix of the state.

When using HMM for speech emotion recognition, it is
necessary to establish an HMM for each kind of emotion.
Because left-right HMM has the advantages of low com-
putational cost and few iterations, this paper uses five kinds
of emotional speech training in speech database: anger, joy,
loveliness, helplessness, and excitement to represent the left-
right HMM of each emotion. Because the recognition rate of
the model is related to the number of states, generally, more
states can get a higher recognition rate. However, consid-
ering the efficiency and complexity, this paper selects 7 states
for each model, uses a Gaussian distribution to estimate the
output probability density function, inputs the extracted
characteristic parameters of each emotion into each HMMat
one time, and is trained by Baum Welch algorithm. Finally,
the model parameters of each emotion are obtained [25].

Four-fifths of the speech database in this paper are used
as the training sample, and the other one is used as the test.
In order to avoid contingency, five tests are conducted re-
spectively, corresponding to test 1 ∼ test 5 in Table 2. In
order to verify the effectiveness of various emotional fea-
tures, experiments were carried out under five different
combinations. In the first step, the recognition rate of anger,
joy, and helplessness is shown in Table 2. ,e emotional
feature vectors are 12-dimensional MFCC (12 dimensional),
12-dimensional MFCC combined with 1-dimensional for-
mant (13 dimensional), 12-dimensional MFCC combined
with 2-dimensional pitch frequency (14 dimensional), 12-
dimensional MFCC combined with 1-dimensional common
resonance peak and 2-dimensional pitch frequency (15

dimensional), and 12-dimensional MFCC combined with 1-
dimensional formant, 2-dimensional wiki audio rate, and 1D
pronunciation rate (16 dimensional) 1 from the recognition
rate; when the 16D emotional feature vector is selected, the
total average recognition rate of the five experiments is the
highest, 94.37%, reaching a high recognition rate.

According to the experimental data in the first column of
Table2,whenonly12-dimensionalMFCCisusedas the feature
vector, the average recognition rate has reached 88.97%. Most
of the existing speech emotion recognition only takes the
statistics related to pitch frequency as the feature parameters,
which can better reflect the emotional characteristics of the
speech without background noise interference. However, for
the RBT speech with a large number of types of background
music interference in this speech library, the feature vectors
obtained from the combination of MFCC, formant, pitch
frequency, and speech rate are more anti-interference. It can
better represent the emotional information of RBT.

When voice emotion is recognized as joy, the second step
is required to identify which of the three categories of joy,
loveliness, and excitement. ,e comparison of test results
using the original 16-dimensional feature vector and 21-
dimensional feature vector is shown in Table 3. When using
the 21-dimensional feature vector, the recognition rate is
significantly improved. At this time, the total average rec-
ognition rate of five types of emotions can reach 94.44%.
After obtaining more accurate emotion types, it can be used
to drive face images to generate expression animation.

Using the emotional feature vector selected in this paper,
SVM is used to train and recognize the RBTspeech database.
Compared with the method in this paper, the results are
shown in Figure 3. Although the training samples in this
RBT database are not enough, the SVM requires a large
number of training samples, the RBT voice itself contains
background noise, and it can still be seen that the HMM in
this paper can obtain a higher recognition rate than SVM.
,is shows that HMM is more suitable for emotion rec-
ognition than SVM for RBT speech with music background
or noise interference.

3.3. Facial Animation Expression Fusion. ,e face animation
system in this paper is based on theMPEG-4 standard. Some
standards related to face are specially defined in MPEG-4. It
uses 68 personal face animation parameters FAP to describe
various complex facial expressions and uses face definition
parameters (FDP) to describe face model and face texture.
,is paper classifies the five kinds of emotion in the speech
database and establishes a set of corresponding expression
FAP values. When the emotion categories are obtained from

Table 2: Recognition rate in combination of different eigenvectors%.

12D 13D 14D 15D 16D
Test 1 86.77 86.77 92.83 90.81 95.77
Test 2 92.83 90.81 83.74 77.81 80.14
Test 3 90.81 86.77 90.81 92.83 100.00
Test 4 80.71 92.83 80.71 86.77 95.77
Test 5 90.21 90.81 77.68 80.81 95.77
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the above speech emotion recognition, the corresponding
expression FAP can be obtained to form a mapping rela-
tionship. Based on the current research on Chinese visual
elements and MPEG-4 standard, this paper simply divides
Chinese into six basic lip shapes and establishes the cor-
responding lip FAP value. Because the final speech-driven
facial animation should include lip movement and ex-
pression at the same time, it is necessary to integrate the two.
In this paper, the comprehensive expression function is used
as the constraint condition for multisource information
fusion of facial expression [26].

3.3.1. Comprehensive Expression Function. ,e compre-
hensive expression function mainly reflects the ups and
downs of human facial expression when speaking. In gen-
eral, the change of emotional intensity is consistent with the
change of speech intensity, and the change of speech in-
tensity is generally periodic and changes fromweak to strong
and then from strong to weak in each cycle. ,erefore, the
chi-square distribution function is used to describe this
change in the cycle. ,e probability density function of the
chi-square distribution is as follows:

f(y) �

1
2n/2Γ(n/2)

y
n/2− 1e− y/2

, y> 0,

0, y≤ 0.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(10)

,e function is shown in Figure 4, where the y-axis is the
time axis, and the probability density function curve of chi-
square distribution when n� 5 conforms to this change trend.

,e relevant information of the speech cycle is obtained
by analyzing the strength change of specific speech. Firstly,
the RBTvoice signal is sampled to obtain the sound intensity
at each sampling point, and the peak of the voice is obtained
based on the sound intensity at each sampling point so that
each peak corresponds to a syllable in the voice and the peak
amplitude corresponds to the pronunciation intensity of this
syllable. Secondly, set the threshold of wave peak and wave
trough, take the place where the wave peak in speech is
greater than the threshold as the peak point of chi-square
distribution in this cycle, its value is the ratio of the wave
peak to the maximum peak value, and search from left to
right where the wave peak is less than the valley threshold as
the beginning and end of this cycle. By inserting the cor-
responding chi-square distribution function in each cycle,
the comprehensive expression function of a speech can be
obtained.

4. Result Discussion

For the bimodal emotion recognition composed of speech
and facial expression, after extracting the speech features and
facial expression image features, the features of the two
modes are fused based on the feature layer, and then the six
emotions in the database are classified and recognized by
random forest recognition classifier. In order to ensure the
accuracy of the recognition results and prevent the phe-
nomenon of overfitting, ten cross-validation methods are
used in the experiment. Different feature fusion algorithms
are used to compare the emotion recognition effects of
speech, face, and expression bimodal emotion recognition.
,rough the above methods, we can get the comparison of
the recognition effects of six emotions: single-mode emotion
recognition of speech and facial expression and decision-
making level fusion of two-mode emotion recognition
through quadrature rules. ,e extraction method in this
paper is compared with other methods, and the comparison
is shown in Table 4.
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Figure 4: Probability density of chi-square distribution.

Table 3: Comparison of 16D and 21D feature vector recognition
rate%.

Test 1 Test 2 Test 3 Test 4 Test 5 Average recognition
rate

16D 94.33 94.20 88.78 66.56 88.78 86.51
21D 94.33 94.33 88.78 94.33 100.00 94.33
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Figure 3: Comparison of recognition rate betweenHMMand SVM%.
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From the table, in the same database, the recognition
effect of speech emotion recognition in the method used in
this paper is relatively better than that obtained by other
methods, and the average recognition rate is 70.24%, higher
than the other three methods. At the same time, facial ex-
pression recognition using this method has a better rec-
ognition effect than other facial expression recognition
methods, and the average recognition effect is 62.44%. Fi-
nally, compared with other emotion recognition effects, the
emotion recognition combining speech and facial expression
can get a better recognition effect, and the average recog-
nition rate is 77.51%.

5. Conclusion

Realistic computer face animation is one of the most basic
problems in the field of computer graphics, and it is widely
used in human-computer interaction, virtual reality, and
other fields.,is paper implements a method and system for
generating face animation driven by computer speech rec-
ognition technology and emotion. HMM is selected as the
classifier and trained to recognize five kinds of emotions:
anger, joy, loveliness, helplessness, and excitement in the
speech database, and a set of corresponding expression facial
animation parameters (FAP) is established for each kind of
emotion. ,e speech strength is analyzed to obtain the
comprehensive expression function, this function is used to
fuse the expression FAP and lip movement FAP to realize
the multisource information synthesis of facial expression,
and the comprehensive FAP is obtained to drive the facial
mesh to generate animation. ,e experimental results show
that the face animation generated by the system also has high
realism. ,ere is an obvious nonlinear relationship between
the temperature and the strain change value of the large-
span space steel structure. ,e neural network model can
better fit the nonlinear relationship between the temperature
and the strain and can be used to predict the temperature
effect of the structure. ,e nonlinear relationship roughly
presents a spindle shape, and the smaller the spindle shape
area is, the more it tends to a straight line, indicating that the
linear relationship between temperature and strain changes
is stronger, and vice versa, the nonlinear relationship is

stronger. ,e face animation in this paper can also further
consider facial skin folds, adding tooth models, and so on.
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