
Research Article
Face Detection Method based on Lightweight Network and Weak
Semantic Segmentation Attention Mechanism

Xiaoyan Wu

Sichuan University of Arts and Science, Dazhou 635000, China

Correspondence should be addressed to Xiaoyan Wu; 20040026@sasu.edu.cn

Received 14 January 2022; Revised 24 February 2022; Accepted 28 February 2022; Published 23 May 2022

Academic Editor: Qiangyi Li

Copyright © 2022 XiaoyanWu.�is is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

A face detection method based on lightweight network and weak semantic segmentation attention mechanism is proposed in this
paper, aiming at the problems of low detection accuracy and slow detection speed in face detection in complex scenes. K-means++
algorithm is employed to perform clustering analysis on YOLOv4 model prior frames in this paper, and smaller size prior frames
are set to capture small face information to solve the missing detection problem of small face targets in scenes. �e backbone
network structure is improved by introducing Mobile Net lightweight network model, to reduce the number of parameters and
calculation of the model and improve the detection speed. �e convolutional block attention module model with dual attention
mechanism is embedded to improve the sensitivity of the model to target features, which can suppress interference information
and improve the accuracy of target detection. A dynamic enhancement attachment based on weak semantic segmentation is added
in front of the detector head, whose output is used as the spatial weight distribution to correct the activation area, to suppress the
false detection and missed detection caused by the decrease of extraction ability evoked by the pursuit of lightweight. �e
experimental results onWIDEFACE dataset indicate that this method not only can detect face in real time and with high accuracy,
but also has better performance than other existing methods.

1. Introduction

Face detection technology has important theoretical re-
search signi�cance and wide application value in the �eld of
computer vision. Since the small human face target has less
pixels and less obvious features, and its recall rate is low
compared with the large target, how to improve the de-
tection accuracy and model robustness has become a crucial
problem [1].

�e target detection methods based on convolution
neural network are mainly divided into two categories [2].
�e �rst is two stage target detection algorithms, which is
divided into two parts: regional selection and positioning
regression, mainly represented by Region Convolutional
Neural Network (R-CNN) [3], such as Fast R-CNN [4] and
Faster R-CNN [5], SPPNET [6], R-FCN [7], and mask
R-CNN [8]. However, the delay of the two-stage method is
higher.�e second is the single step detection algorithm.�e
probability and position coordinates of the target can be

obtained directly by regression. Classic algorithms include
RetiaNet, Single Shot MultiBox Detector (SSD) [9] and You
Only Look Once (YOLO) series [10], such as YOLOv2,
YOLOv3, and YOLOv4. In order to deal with multi-scale or
small objects, YOLO series proposes a new anchor frame
matching strategy, and reweights the width and height of the
object. SSD uses multi-level feature map combination
structure, while FPN introduces the characteristic pyramid
structure.

In addition to the new methods proposed by general
object detection, the development of other �elds also pro-
motes face detection. Nonmaximum Suppression (NMS) is a
common postprocessing method for target detection [11],
which is used to solve the problem of redundant prediction
frame for the same target in detection. �e detection frame
with high con�dence is extracted, and the detection frame
with low con�dence is suppressed, so that the repeated
frame is removed, and the correct detection frame is ob-
tained. �e common NMS method will lead to false

Hindawi
Advances in Multimedia
Volume 2022, Article ID 5785108, 11 pages
https://doi.org/10.1155/2022/5785108

mailto:20040026@sasu.edu.cn
https://orcid.org/0000-0002-8322-8961
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/5785108


suppression when multiple prediction frames overlap. )e
combination of Diou and NMS can further consider the
location information of the center point of the two frames,
which makes the prediction box more realistic. Activation
function is the key to the introduction of nonlinearity into
deep neural networks. Currently, the most used activation
function in neural networks is Rectified Linear Unit
(RELU). However, the RELU function has the problems of
hard zero boundary and too simple nonlinear processing,
while the Mish [12] activation function is smoother, which
can effectively alleviate the hard zero boundary problem.
Attention mechanism can identify the key features in image
data in the field of target detection. )e deep neural net-
work can learn the areas that need attention in each image
through learning and training, to select the information
that is more critical to the current mission objectives from a
large number of information. Convolutional Block At-
tention Module (CBAM) [13] is a simple and effective
attention module for feedforward neural networks. Given
intermediate feature mappings, attention mappings are
derived sequentially along both channel and space di-
mensions, and then the attention mappings are multiplied
onto the input feature mappings for feature adaptive
learning.

Face is a special target. In order to obtain better detection
results, researchers have improved and optimized the target
detection algorithm, and put forward many excellent face
detection algorithms. CMS-RCN [14] is improved based on
fast R-CNN and integrates human context information to
improve face detection performance. Multitask Cooperative
Neural Networks (MTCNN) [15] adopt the cascade mode of
three separate network modules. )e detection of key points
is added to the network, which is conducive to face de-
tection. Fang et al. [16] combined Fast R-CNN with syntax
guided network (SG-Net) to fuse the generated image with
the original convolution features, enhancing the focus on the
face area in the feature map. )e algorithm can effectively
realize face detection. Zhang et al. proposed a multiscale face
detection method [17] which improved the SSD framework
and had good performance for faces of different scales,
especially for small scale faces. )ese methods have achieved
good detection results under controllable conditions.
However, when the face information is insufficient, and the
size is small in complex scenes, the accuracy of these face
detection methods is relatively low.

YOLOv4 is improved in this paper to improve the
accuracy of small face detection. )e algorithm introduces
the mobile net lightweight network model, improves the
backbone network structure of YOLOv4 model, and re-
duces the number of parameters and calculation of yolov4
model. Simultaneously, it embeds convolutional block
attention module (CBAM) model with dual attention
mechanism to improve the sensitivity of YOLOv4 model to
target features. )e proposed algorithm ensures the de-
tection speed, improving the detection accuracy and the
detection ability of small targets. Section 2 is a description
of related work. Section 3 describes the algorithm in detail.
Section 4 is the analysis of experimental data. Section 5 is
the conclusion.

2. Related Work

2.1. YOLOv4 Target Detection Algorithm. YOLOv4 [18]
algorithm is a target detection algorithm based on the
YOLO target detection architecture, which adopts the
excellent optimization strategy in the field of convolu-
tional neural network (CNN). )e algorithm is optimized
in data processing, backbone network, network training,
activation function, and loss function, so that anyone can
use a 1080Ti or 2080 Ti GPU (graphs processing unit) to
train a super-fast and accurate target detector. YOLOv4
verified the influence of a series of mainstream target
detector training methods and modified these mainstream
methods to make them more effective and adaptive when
training with a single GPU, including cross iteration batch
normalization, CBN, path aggregation network (PANet),
and spatial attention module (SAM). )ere are two kinds
of training methods in YOLOv4: (1) bag of freebies (BOF),
which only changes the training strategy or only increases
the training cost, such as data enhancement. (2) bag of
specials (BOS), including plug-in modules and post-
processing methods, which only increases a small amount
of reasoning cost, but can greatly improve the accuracy of
target detection.

2.2. MobileNetv3. Convolution layer is the most time-
consuming structure for data flowing through neural net-
work. In 2017, Andrew g. Howard et al. proposed a light-
weight model for mobile devices, MobileNetv1. )is
algorithm redesigns the convolution strategy, which is called
depthwise separable convolution (DW). )e model pa-
rameters and computation are reduced via using DW
convolution to replace the traditional convolution. )e
specific quantitative formula is as follows:

Caldw

Calconv
�

1
Chalout

+
1
K

, (1)

where Caldw and Calconv represent the computational
complexity of separable convolution and traditional con-
volution respectively. Chalout and K represent the number of
channels of the output feature and the size of the convo-
lution kernel. In the next two iterations, inverted residuals
and attention module based on squeeze and exception (SE)
mechanism were integrated into the two iterations to form
MobileNetv3.

2.3. Semantic Segmentations. )e semantic segmentation
task classifies the whole image pixels one by one by using
semantic labels to obtain the segmented image with semantic
information. It is not until the emergence of fully con-
volutional network (FCN) that semantic segmentation has a
milestone breakthrough. It abandons the sliding window-
based method and uses a full convolution network instead,
and establishes the model architecture of encode-decode,
which overcomes the low precision and low efficiency of the
region annotation method. Later, Mask R-CNN is based on
the classical target detection method Faster R-CNN, and an
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additional branch is added in the detection header as the
output of semantic segmentation. By sharing deep features
with classification and regression branches, the proposed
method modifies the network modularized and extends the
target detection algorithm to jump in semantic segmentation
tasks. )e excellent performance of Mask R-CNN on MS
COCO common data set indicates that different tasks in a
network can complete joint learning by sharing deep fea-
tures and using different training tags and loss functions.

In addition to classical semantic segmentation methods,
there are also semantic segmentation methods based on
attention mechanisms, such as CCNet, DANet, A2-Nets,
PGNet, SAGNN, and CMN. CCNet uses two serial cross-
attention modules. DANet uses spatial and channel atten-
tion modules. A2-Nets uses self-attention mechanisms.
ACFNet is a coarse-fine segmentation network based on the
attention class feature module. )e model PGNet (Pyramid
GraphNetworks) represents features as graph structures and
uses attention weighting to establish relationships between
graph nodes. SAGNN designs a multiscale graph neural
network structure. In the network design of themodel Cyclic
Memory Network (CMN), the same structure of self-at-
tentive mechanism like the IEM module is used to aggregate
the relationships between multi-scale features.

In a recent work, Classifier Weight Transformer (CWT)
proposes a simple and novel transformer structure. )is
structure dynamically migrates the classifier weights
trained in the support set to the query set images for
prediction, effectively reducing the intraclass differences
between the support set images and the query set images. In
addition, other semantic segmentation methods based on
the transformer structure include SETR, Trans4trans, and
SegFormer.

3. Improved YOLOv4 Model

)e improved YOLOv4 model integrates lightweight net-
work and dual attention mechanism. And its overall
structure is shown in Figure 1. K-means++ clustering al-
gorithm is used to recluster the prior frame. According to the
given data set samples, the anchor frames of similar samples
are classified into one class through distance calculation, and
the anchor frames suitable for the data sets are obtained, to
improve the model learning ability. In addition, this paper
introduces the Mobile Net lightweight network model to
replace the backbone network CSPDarknet53 of YOLOv4
model. )is method can effectively reduce the model pa-
rameters and improve the model detection speed without
loss of accuracy. )e CBAM model with dual attention
mechanism is introduced to expand the range of network
perception and make the network more sensitive to the
detection target by paying attention to the dual information
of channel and space, to improve the problem of missing
detection caused by poor image quality and false detection
evoked by the lack of obvious edge features between faces.

3.1. Improved MobileNetv3 Lightweight Network. To solve
the problem of slow model detection due to redundancy

caused by image clipping, MobileNetv3-large is further
optimized in this paper. Specific approach: retain the first
fourteen layers of the original model and discard the rest of
the structure. In order to avoid introducing more convo-
lution to align the number of input channels of feature
fusion, the number of output channels of the eighth layer
was changed from 80 to 40, and the number of channels of
the last layer was changed from 160 to 112. )e specific
network structure is shown in Table 1. In order to suppress
the drastic effect of the reduction of feature channels on the
model learning ability without increasing the amount of
computation, the important module SENet in MobileNetv3
was improved and enhanced, and MobileNetv3-lite was
obtained.

)e original SENet module transforms the original
feature channel into a one-dimensional vector, which can
represent the global receptive field by compressing the input
features in the spatial dimension.)e calculation principle is
as follows:

Tc �
1

H × W


H

x�1


W

y�1
f(x, y), (2)

where f(x, y) represents the value of each pixel on the
feature map. H and W represent the length and width of the
characteristic graph respectively. Tc is the real number
representing the channel? However, SENet uses global av-
erage pooling (GAP) as the compression mechanism. For
tasks with balanced target share, the average value of channel
characteristics can better represent the response of the
channel, thereby obtaining the global context relationship
through this method. Average pooling of features in the
spatial dimension will cause the background and interfer-
ence information to drown the foreground, resulting in
distorted response of the network to the foreground target.
Since the target is small, global max pooling (GMP), which is
generally used as texture extraction, will screen out the area
with the strongest signal, better reflecting the response of the
channel to the foreground target. )e calculation principle is
as follows:

Tc
′ � max

x,y∈H,W
f(x, y). (3)

Based on this, the compression mechanism of SENet is
redesigned in this paper, and the EN-SENet module is
obtained by using two real numbers to characterize the
global sensory field. Specifically, GAP and GMP are used to
compress the features of each channel respectively, and the
pooled results are spliced in the channel direction to obtain a
vector with the dimension of 1× 1× 2C. )en, the vector is
sent to the fully connected network to obtain the channel
attention weight Ac.

3.2. K-Means++ Reclustering. In the process of target de-
tection using YOLOv4 model, it is difficult for the pre-
generated anchor frame size of the object to be detected to be
fully suitable for different detection objects, which will affect
the generalization ability of network training and learning.
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In this paper, K-means++ is used to cluster the width and
height of the real face frame in the data set WIDERFACE, and
nine anchor boxes withwidth and height combinations suitable
for the data set are generated. K-means++ adopts Euclidean
distance. )e larger the candidate box, the larger the error.
)erefore, YOLOv4 uses the intersection and union ratio IoU
of the candidate frame and the real frame to eliminate the error
caused by the candidate frame. Here, the average IoU is used to
analyze the clustering results, and the average IoU objective
function g of clustering can be expressed as:

g � argmax


x�1
k 

nk

y�1 XXoU(O, C)

n
, (4)

where O represents the sample. n represents the total
number of samples. C represents the cluster center. k rep-
resents the number of clusters and the number of samples in
the kth cluster. x represents the serial number of the sample.
y represents the serial number of the cluster center.
XXoU(O, C) indicates the intersection and union ratio of the
area of the bounding box and the cluster center box.

)e clustering anchor box can make the network con-
verge faster and ensure the detection accuracy of the net-
work. )e specific feature map and its prior box size
allocation are shown in Table 1.

3.3. YOLOv4 Model Backbone Network Improvement. )e
backbone network of YOLOv4 model adopts CSPDar-
knet53, and Spatial Pyramid Pooling (SPP) and PANet
module are used for feature fusion, which can effectively
extract the feature information of video images. However,
the accuracy and speed of model detection are not ideal in
that the network has many parameters. In order to meet the
speed requirement of face detection, MobileNet lightweight

network model is introduced to replace the backbone net-
work of YOLOv4 model. )e backbone network of the
improved YOLOv4 model adopts the deep separable con-
volution layer (Figure 2(a)), which divides the traditional
standard convolution layer (Figure 2(a)) into two convo-
lution modes: deep convolution and point convolution. As
shown in Table 2, Features are extracted by depth convo-
lution and point convolution, and feature maps of three sizes
are output to detect faces of different sizes.

Assume that the convolution kernel size is S × S and the
number is R. )e input characteristic map size is HR × HR,
and the number of characteristic map channels for input and
output is P, Q respectively. And the input and output feature
maps have the same size. )en, the calculation amount after
traditional standard convolution is

U1 � S × S × HR × HR × P × Q. (5)

When the depth separable convolution layer is used, the
calculated amount of point convolution is

U2 � HR × HR × 1 × 1 × P × Q. (6)

)e calculation amount of depth convolution is

U3 � S × S × HR × HR × P. (7)

)erefore, the calculation amount of depth separable
convolution is

Input

Conv_dw

Conv_pw

Conv_dw_6

Conv_pw_6

(Conv_dw,Conv_pw) × 5

Conv_dw_12

Conv_pw_12

Conv_dw_13

Conv_pw_13

K-means++ 
Recluster Anchor

Lightweight YOLOv4

Conv × 3

Max pooling
1 × 1,5 × 5,9
× 9,1 3 × 13

Concat+
Conv × 3
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Convt+
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Concat+
Conv × 5
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Conv × 5

Concat+
Conv × 5
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upsampling

CBAM

Scale3

Scale2

Scale1

Downsampling

Figure 1: )e overall structure of the improved YOLOv4 model integrating lightweight network and dual attention mechanism.

Table 1: Characteristic graph and its prior box size allocation.

Feature map Feature graph size Anchor box size
Predict one 13×13 (44, 56) (76, 100) (178, 236)
Predict two 26× 26 (15, 19) (21, 27) (30, 38)
Predict three 52× 52 (5, 6) (8, 9) (10, 13)
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U4 � S × S × HR × HR × P + HR × HR × 1 × 1 × P × Q. (8)

)e ratio of depth separable convolution computation to
traditional standard convolution computation is as follows:

U4

U1
�
1
Q

+
1
S
2. (9)

When the size of the input image is 416×416, the output
13×13 ×1024 feature map has a larger receptive field,
which can be used to detect larger faces. )e output feature
map of 26× 26 × 512 size has moderate receptive field and
can be used to detect medium-sized faces. )e output
52× 52 × 256 feature map has a small receptive field and can
be used to detect smaller faces. Without losing the accu-
racy, the convolution calculation in this paper has less
computation and fewer parameters. And the detection
speed is improved.

3.4. CBAM of Dual Attention Mechanism. CBAM model
combines the channel and space information of feature map,
which makes the model more perceptive of target infor-
mation and suppresses the interference caused by invalid

information without changing the size of feature map. In
order to extract richer high-level semantic features of the
target to be detected, the CBAM model with dual attention
mechanism is embedded, as shown in Figure 3. First, the
channel number of pooling as the channel number of input
feature map is set, and two spatial information of average
pooling and maximum pooling of feature map are calcu-
lated. Multilayer Perceptron (MLP) is used to compress the
spatial dimension of average pooling and maximum pooling
spatial information, and two feature vectors are obtained
and summed to further improve the spatial feature repre-
sentation of the target to be detected. )en, the channel
attention weight coefficient WC is obtained by activation
function σ(.), and the new feature graph GD

′ is obtained by
multiplying the original input feature graph GD. )e average
pooling and maximum pooling information of the original
input feature graph GD were calculated and spliced. )en,
the spliced feature vectors are input into the convolution
layer, and the spatial attention weight coefficient Ws is
obtained through activation function σ(.), so that network
feature learning is more focused on face features. Finally, Ws

is multiplied by the new feature graph GD
′to obtain the final

feature graph Go.

3×3 Conv

BN

Relu

(a)

3×3 depthwise
Conv

BN

Relu

1×1 Pointwise
Conv

BN

Relu

(b)

Figure 2: Traditional standard convolution and depth separable convolution. (a) Traditional standard convolution. (b) Depth separable
convolution.

Table 2: Improved YOLOv4 model backbone network structure.

Layer name Filter size Parameter Output size
Input_1 0 (416,416,3)
Convl 3× 3× 3× 32 864 (208,208,32)
Conv_dw_1 3× 3× 32dw 288 (208,208,32)
Conv_pw_1 1× 1× 32× 64 2048 (208,208,64)
Conv_dw_2 3× 3× 64dw 576 (104,104,64)
Conv_pw_2 1× 1× 64×128 8192 (104,104,64×2)
Conv_dw_3 3× 3×128dw 1152 (104,104,64×2)
Conv_pw_3 1× 1× 128×128 1 6384 (104,104,64×2)
Conv_dw_4 3× 3×128dw 1152 (52,52,128)
Conv_pw_4 1× 1× 128× 256 32768 (52,52,256)
Conv_dw_5 3× 3× 256dw 2304 (52,52,256)
Conv_pw_5 1× 1× 256× 256 65536 (52,52,256)
Conv dw_6 3× 3× 256dw 2304 (26,26,256)
Conv_pw_6 1× 1× 256× 512 131072 (26,26,512)
(Conv_dw, conv_pw)×5 3× 3× 512dw 1× 1× 512× 512 262144 (26,26,512)
Conv_dw_12 3× 3× 512dw 4608 (13,13,512)
Conv_pw_12 1× 1× 512×1024 524288 (13,13,1024)
Convdw_13 3× 3×1024dw 9216 (13,13,1024)
Conv_pw_13 1× 1× 1024×1024 1048576 (13,13,1024)
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Wc GD(  � σ g Pmean GD( (  + g Pmax GD( ( ( ,

GD
′ � Wc GD( ⊗GD,

Ws GD
′(  � σ f

d×d
Pmean GD

′( ; Pmax GD
′( (  ,

Go � Ws GD
′( ⊗GD
′ ,

(10)

where g(·) is the function form of MLP network model?
Pmean(·) is the average pooling function. Pmax(·) is the
maximum pooling function. fd×d is a convolution layer
operation of size d × d. As shown in Figure 4.

3.5. Spatial Attention Mechanism based on Weak Semantic
Segmentation

3.5.1. Weak Semantic Segmentation Algorithm. Research on
the output of the neural network shows that there is
mapping overlap between the active area of the feature map
and the detection area in the original map, indicating that
the neural network will gradually converge the attention
range and focus the visual threshold on the real detection
area in the process of data flow. However, in the detection
task of this paper, some faces account for a small pixel area of
the image, and the redundant part of the image is not a pure
background. )ese noises distort the spatial mapping of the
detected objects characterized by deep features. If the
learned features are directly input into the detection head,
the identification and detection of targets will be seriously
affected by the network. Some researchers have proposed a
solution: adopting an unsupervised way. By stacking the
residual attention modules, the effective part in the feature
map is enhanced. But the disadvantage is also obvious: the
overall cost increases.

A weak semantic segmentation module is proposed in
this paper to design a lightweight detection model. Aban-
doning the idea of building the network basic module, it is
used as a dynamic enhancement attachment only once
before the detection head of YOLOv4 lightweight network,
and the output of this module is used as the spatial weight
distribution learned by the model to correct the features,
thus improving the detection ability of the model.

In the spatial attention algorithm based on weak se-
mantic segmentation, the output of the input image through
MobileNet v3-Lite and feature fusion submodule is used as
the input feature map of the weak semantic segmentation
module. )e input feature map is sent to the semantic
segmentation module to predict the foreground and back-
ground, to obtain the spatial attention weight. Weights are

assigned to the corresponding input feature maps to
strengthen the target features.

3.5.2. Semantic Segmentation Modules. Semantic segmen-
tation module is a typical coding-decoding model. )e
coding part generally uses convolution or pooling to reduce
the size of feature map, while the decoding part uses bilinear
interpolation to restore feature map step by step. )is paper
designs two semantic segmentation modules: basic semantic
segmentation module SSA and enhanced semantic seg-
mentation module SSB, as shown in Figures 3 and 5.

SSA module uses the simplest framework in semantic
segmentation task. Only two convolutions with step 2 are
used as encoders and two transposed convolutions with step
2 are used as decoders to verify whether semantic seg-
mentation is effective. In order to expand the receptive field
of modules and combine the multiscale context, the Atrous
Spatial Pyramid Pooling (ASPP) of DeepLabv3 was im-
proved and introduced into SSA to form SSB.

ASPP module adopts the form of multi-branch parallel
connection and obtains larger receptive field through the
cavity convolution (DC, dilated convolution) with different
expansion rates, and then fuses the features of each branch to
obtain accurate context information. In this paper, the ASPP
module is improved: in order to reduce the computation of
the module, 1× 1 standard convolution is used to reduce the
dimension of each branch. )e expansion rate of DC layer is
reduced to 1, 3 and 5. 3× 3 standard convolution is added to
branches with expansion rates of 3 and 5 to obtain basic
features. )e features of 4 branches are spliced. Finally, the
feature fusion and channel dimension reduction are carried
out by 1× 1 standard convolution.

3.5.3. Supervise the Generation of Information and Attention
Weight. Since the data set provided by this task lacks se-
mantic labels, this paper can only use annotation infor-
mation to generate semantic masks, which are called weak
semantic masks to distinguish them from traditional
methods. Specific approach: if the pixel point on the output
of the semantic segmentation module falls into the coor-
dinate box, the value of the pixel at this point is set to 1;
otherwise, it is set to 0. To avoid ambiguity, the pixel value of
the points on the annotation box was set to 255, which was
ignored during training. )is pixel numeric map is then
mapped to a size matching the detection head of the
YOLOv4 lightweight network. In this paper, binary values

Conv
S=2

Conv
S=2

T_Conv
S=2

T_Conv
S=2

Coding Decoding

Figure 3: Semantic segmentation module SSA.
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are selected as the distinction to obtain the final weak se-
mantic mask.

)e weak semantic mask is used for supervision training,
and the output Bx of the module SSA or SSB is the spatial
attention weight. In order to prevent the degradation of
network performance, residual structure is introduced as
identity mapping, that is,

F3 � 1 + Bx( F2. (11)

Since this paper only needs this module to predict the
foreground and background, it is a binary classification task.
)erefore, only the cross-entropy loss needs to be calculated
for the segmentation result B and the weak semantic mask
B∗, that is,

Lmask � − 
h

x



w

y

B
∗
xylog Bxy  + α 1 − B

∗
xy log 1 − Bxy ,

(12)

where h and w are the length and width of the weak semantic
mask. Bxy is the pixel value of the point with coordinates
(x, y) on the feature map.

3.6. Loss Function. )e loss function of the improved
YOLOv4 model, which combines lightweight network and
dual attention mechanism, consists of three parts: loss of
position of bounding box LClOU, loss of confidence Lconf and
loss of classification Lcls.

L � LCIOU + Lconf + Lcls,

LCIOU � 1 − I(C, D) +
ρ2 Cctr, Dctr( 

m
2 + αv,

α �
v

[1 − I(C, D)] + v
,

v �
4
π2 arctan

wgt

hgt
− arctan

w

h
 

2

,

Lconf � 
V2

x�0


G

y�0
T
oby
xy E

y
xln E

y
x(  + 1 − E

y
x( ln 1 − E

y
x(   + λnooby 

V2

x�0


G

y�0
T
nooby
xy E

y
x

−
ln E

y
x(  + 1 − E

y
x( ln 1 − E

y
x(  ,

Lcls � 
V2

x�0
T
oby
xy , 

c∈k
p

y
x(c)lnpy

x(c) + 1 − p
y
x(c) ln 1 − p

y
x(c)  . (13)
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Figure 4: CBAM model structure with dual attention mechanism.
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where I(C, D) is the intersection and union ratio of pre-
diction box C and real box D. ρ2(Cctr, Dctr) is the Euclidean
distance between the predicted box center point Dctr and the
real box center point Cctr. α is a weight function. v is the
aspect ratio similarity measurement coefficient. wgt and hgt

are the width and height of the real frame respectively. w and
h are the width and height of the prediction frame, re-
spectively. V2 is the number of grids. G is the number of
prior frames in each grid. Toby

xy is the target contained in the
y-th prediction frame generated on the x-th grid, x ∈ [0, V2],
y ∈ [0, G]。 Tnooby

xy is the y-th prediction box generated on
the x-th grid that does not contain the target. E

y
x is the true

confidence. E
y
x is the prediction confidence. λnooby is a self-

set calculation coefficient. k is the target classification
number. py

x(c) is the true probability that the object in the
frame belongs to a certain category. p

y
x(c) is the prediction

probability that the object in the frame belongs to a certain
category c.

4. Experimental Data Analysis

)e experiment uses a benchmark data set WIDERFACE for
face detection. )e face in this dataset picture has great
changes in scale, posture, and occlusion. )rough random
sampling from 61 scene categories, the data set is divided
into training set, verification set, and test set according to the
ratio of 4 :1 : 5.)e experimental environment configuration
of this paper is as follows Table 3:

4.1. Model Training and Testing

4.1.1. Training Model. )e training parameters of the net-
work have been set before the model training. )e target
category is 1, and the anchor box is (5, 6), (8, 9), (10, 13), (15,
19), (21, 27), (30, 38), (44, 56), (76, 100), (178, 236). )e
training batch size is 64. )e momentum is 0.9. )e at-
tenuation rate is 0.0005.)e maximum number of iterations
is 60000. At the beginning of training, set the learning rate to
0.001 to stabilize the whole network. After 10000 iterations,
it is adjusted to 0.01. After 30000 iterations, it is adjusted to 0.
001. After 40000 iterations, it is adjusted to 0.0001, which
makes the loss function converge further.

)e loss function curve of the improved YOLOv4 model
is shown in Figure 6. During the iteration process, the loss
values of the training set show an obvious downward trend,
and the convergence process is stable after 70 iterations,
showing that the improved YOLOv4 model, which com-
bines lightweight network and dual attention mechanism,
has not experienced the fitting phenomenon.

4.1.2. Test Result. Figure 7 shows the results of face detection
in complex conventional scenes. Figure 7(a) can detect faces
in dim light. Even in high-density population, many small
faces can be well detected in Figure 7(b). Figure 7(c) itself has
low resolution and poor visual effect, but it can be seen from
the detection results that there are still many faces detected.
It can be seen from Figure 7(d) that this method also has a
good detection effect on shielding human face.)e proposed
model can effectively perform face detection in complex
scenes.
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Figure 5: Semantic segmentation module SSB.

Table 3: Configuration of experimental environment.

Experimental environment Environment configuration
)e operating system Linux 64
GPU TITAN Xp
CPU Intel(R)Core i7-3770 CPU@
Memory 12G
Deep learning framework Darknet + TensorFlow
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Figure 6: Graph of average loss function.
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4.2.Analysis of Experimental Results. In this paper, the mean
average precision, mAP is used to evaluate the performance
of the network model for face detection, and the calculation
formula is

mAP �


n
x�0 AP(x)

n
. (14)

AP represents the average of the accuracy rate under dif-
ferent recall rates. mAP represents the average of the de-
tection accuracy of all categories. n is the number of sample
categories in the dataset.

)e algorithm is compared with other existing ones to
illustrate its superiority. )e comparison results are shown
in Table 4. Existing methods are RetinaNet50, YOLOv3,
cascade-CNN, Adaptive Training Sample Selection (ATSS),
Probabilistic Anchor Assignment (PAA), YOLOv4, and
YOLOv4-Tiny. )ese comparison methods include the
classic frameworks and the latest improvements that have
emerged in recent years.)emean Average Precision (mAP)
of the proposed algorithms was 96.9%, 94.3%, and 81.7%
respectively. Compared with RetinaNet50 algorithm, it is
improved by 11.7%, 13.2%, and 15.8% respectively. Com-
pared with YOLOv3 algorithm, it is improved by 3.5%, 5.5%,
and 6.2% respectively. And compared with CascadeR-CNN
algorithm, it is improved by 2%, 4.4%, and 8%, respectively.
Compared with ATSS algorithm, it is improved by 4%, 7.1%,
and 7.6%, respectively. Compared with PAA algorithm, it is
improved by 3.7%, 6%, and 6.1%, respectively. Compared
with YOLOv4 algorithm, it is improved by 0.2%, 0.8%, and

4.1%, respectively. Compared with YOLOv4-Tiny algorithm,
it is improved by 7.9%, 10.6%, and 10.7%, respectively.

In order to compare the advantages of the algorithms in
this paper more comprehensively and comprehensively, two
indexes of model size and detection speed are added to
compare these algorithms based on accuracy, as shown in
Table 5.

It is found that the detection speed of this model is
second only to YOLOv4-Tiny, but the map of this model is
much higher than YOLOv4-Tiny, and the size of this model
is much smaller than YOLOv4-Tiny.

In order to verify the effectiveness of the algorithm in
this paper, the algorithm is evaluated on the FDDB dataset,
which consists of 2845 images with a total of 5171 faces. )is
is a large-scale face detection dataset using normalized

(a) (b)

(c) (d)

Figure 7: Detection results on the WIDERFACE set. (a) Light change. (b) Dense small faces. (c) Fuzzy scene. (d) Blocking faces.

Table 4: Comparative results (mAP%).

Algorithm
mAP/%

Easy Medium Hard
RetinaNet50 85.2 81.1 65.9
Cascade R-CNN 94.9 89.9 73.7
YOLOv3 93.4 88.8 75.5
ATSS 92.9 87.2 74.1
PAA 93.2 88.3 75.6
YOLOv4 96.7 93.5 77.6
YOLOv4-tiny 89 83.7 71.0
Proposed 96.9 94.3 81.7
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operation steps. FDDB uses elliptical face boundaries, and
the operation defines discontinuous and continuous values.
In the discontinuous value operation, the number of de-
tected faces is calculated relative to the number of false
positives. )e detection bounding box (or ellipse) can be
recognized as a real face only if it contains an IOU ratio
greater than 0.5. In the continuous value operation, the
extent to which a face is localized can be calculated by
treating the IOU ratio as a matching metric of the detection
bounding box.

When the false certificate reaches 1000, the performance
comparison on FDDB dataset is given in Figure 8. It can be
intuitively seen from Figure 8 that the algorithm proposed in
this paper outperforms other algorithms in face detection,
and the true positive rate in this paper can reach 0.985.

5. Conclusion

)is paper proposes a face detection method based on
lightweight network and weak semantic segmentation at-
tention mechanism aiming at the detection problem caused
by the changeable face scale in practical application. )e
main idea of this paper is to replace the backbone network of
YOLOv4 model with Mobile Net lightweight network
model, to improve the speed of model detection without
losing accuracy. K-means ++ clustering algorithm was used
to recluster prior frames, which improved the detection
accuracy of the model. )en, the CBAMmodel with channel
and space dual attention mechanism is embedded, and the
weak semantic segmentation module is designed. Under the

premise of not affecting the detection speed, the perceptual
ability of different scales of faces is improved, and the missed
and false detection situation is reduced. Compared with
other face detection algorithms in the same environment,
the results confirm the feasibility and superiority of the
proposed method via using the same data set. In the fol-
lowing work, the detection network should be further op-
timized. In addition, the generalization of the model for
complex illumination can be improved by adding face
images under complex illumination into the dataset.

Data Availability

)e labeled datasets used to support the findings of this
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