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Recently, the prevention and control of industrial pollution has attracted extensive attention. Many studies based on emission data
have achieved great success, but there are relatively few studies on the emission data acquisition. To this end, we propose a data
acquisition and processing system (DAPS) for online monitoring of industrial pollutants. �e system receives real-time emission
data through the RS485, automatically generates periodic data, and saves it in the SQL Server database. Real-time Ethernet (RTE)
is used to transmit control signals between the system and programmable logic controllers (PLCs). Emission data is transmitted to
local industrial control systems and remote monitoring centers (RMCs) via a wireless network. We tested the acquisition function
and communication function of the system through experiments and evaluated the overall performance of the system by
observing the memory and CPU usage.�e system is characterized by simple implementation and versatility and can be applied to
continuous monitoring of various industrial pollutants.

1. Introduction

While industrialization promotes rapid economic growth,
air pollution, such as PM, sulfur dioxide (SO2), and carbon
dioxide (CO2), has also brought serious harm to the living
environments and adversely a�ected human health [1, 2].
Industrial �ue gas emitted from coal combustion is one of
the chief causes of air pollution in an industrial city. More
and more scholars pay attention to the pollution prevention
and control of industrial cities [3, 4].

Continuous emission monitoring system (CEMS) is
made up of sampling equipment, process control equip-
ment, and DAPS, which is used to implement online
monitoring of pollutants [5]. Some scholars have performed
research on the application of CEMS. �rough ¡eld in-
vestigation and literature analysis, the authors studied the
operation and management of CEMS in China from a
holistic perspective and summarized the problems, such as
inconsistent installation and certi¡cation, lack of on-site
inspection, and incomplete monitoring and maintenance
plan [6]. Reference [7] used CEMS data to compile a
comprehensive and real-time emission inventory, which

provides a reliable reference for the formulation of pollution
control policies. In [8], the authors studied the trends in PM,
SO2, and nitrogen oxide (NOx) emissions during sintering
in China based on CEMS data, and the results con¡rmed the
e�ectiveness of current emission control policies and
standards in the steel industry. �rough the study of CEMS
data from China’s coal-¡red power industry, it was found
that the online measurement data-based evaluation method
can better capture air pollutant emissions than the tradi-
tional inventory-based evaluation method [9]. In [10], the
author uses CEMS and satellite measurement data to
evaluate the impact of air pollution standards on sulfur
dioxide emissions. �rough analysis, it is found that there
are problems, such as inaccurate CEMS data and data fraud,
and data supervision should be strengthened to ensure the
authenticity of the data.

�e hardware equipment in CEMS (various analyzers
and auxiliary sampling equipment) is responsible for col-
lecting emission data. Due to the lack of a uni¡ed standard,
DAPS must be compatible with analyzers provided by
di�erent manufacturers, and scalability must be fully con-
sidered in the design of DAPS [11]. �e data during
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equipment maintenance, repair, and failure is usually
meaningless. Additionally, software failures can also lead to
missing data. Missing data recovery is a vital component of
DAPS. In [12], the authors used the average availability
model to determine the maintenance interval period and
form amaintenance program to reduce hardware equipment
failures and prevent data loss through planned maintenance.
Predictive emission monitoring system (PEMS) solves the
problem of missing data from a software perspective [13].

Both CEMS and PEMS can be used for industrial pol-
lutants emission monitoring. +e PEMS system is software-
based, low-cost, and uncomplicated maintenance. Reference
[12] analyzed PEMS and CEMS, indicated advantages and
disadvantages, respectively, and proved the financial ad-
vantages of PEMS with examples. PEMS is an expert system
that takes process variables (e.g., ambient temperature,
humidity, pressure, etc.) as input and predicts emissions
values using a model trained on historical data [14]. +ere
are various algorithms used to build a good and robust PEM
model, such as machine learning [14–16] and deep learning
[17–19]. Although PEMS has the characteristics of low cost
and uncomplicated maintenance, it also has some problems.
First of all, models trained based on deep learning or ma-
chine learning algorithms still lack generalization and in-
terpretability, and changes in operating parameters or
equipment may require retraining the model [20]. +ese
problems prevent PEMS from being widely used in practice.
Secondly, PEMS needs to use measured data tomodel, which
usually comes from ICS. If the enterprise does not have an
ICS, PEMS cannot be implemented. Finally, PEMS has not
been recognized by the world, and some countries, such as
China, have not promulgated relevant standards. +e PEMS
can be used as a supplement to the CEMS and the PEMS is
responsible for monitoring pollutant emissions when the
CEMS fails or the analyzer is maintained.

Stable, reliable, safe, and efficient communication
technology is an important guarantee for the authenticity
and effectiveness of emission data. In recent years, many
scholars have studied the communication technology in the
monitoring system and achieved gratifying results [21–24].
Reference [21] proposed a lossless data aggregation tech-
nique to reduce redundant information of industrial sensing
and embed managerial and control data. Reference [22]
provided a review of recent research on the fundamental
limitations of integrated sensing and communication. Ref-
erence [23] combined machine learning with communica-
tion technology and used support vector machine to detect
malicious network nodes. A monitoring area coverage op-
timization algorithm based on a perceptual mathematical
model had been proposed in [24]. By calculating the motion
scheme of the nodes, the aggregated nodes move to the area
with low node density to achieve the maximum coverage of
the monitoring area.

DAPS is an important part of CEMS. +e main modules
include acquisition, processing, storage, display, and com-
munication. +rough the analysis of the literature, we be-
lieve that the reliability, security, maintainability, and
expansibility of the DAPS should be fully considered in the
design. +is paper introduces the DAPS for industrial

pollutants monitoring, focuses on the design and imple-
mentation of the acquisition, storage, and communication
functions, and evaluates the system performance through
simulation experiments. +e rest of the article is structured
as follows. Section 2 presents the method used in this re-
search. +e main experimental results are presented in
Section 3. Lastly, conclusions are presented in Section 4.

2. Materials and Methods

2.1. �e Overall Architecture of DAPS. CEMS uses gas an-
alyzers (O2, SO2, and NO), soot analyzers (PM), and
auxiliary parameter analyzers (temperature, humidity,
pressure, and flow rate) to extract emissions from com-
bustion equipment and measure their values. +ere are two
main output modes of the analyzer: current signal output
and serial port output. All analyzers support current signal
output, but some analyzers do not provide serial port
communication due to cost constraints. To improve the
usability of the system, two collection methods are pro-
posed. In the first method, the analyzer is directly con-
nected to the industrial personal computer (IPC) via the
serial port. +e second method is that the analyzer is
connected to the PLC through the cable to transmit the
current signal. +e Analog-to-Digital Converter (ADC)
converts the analog signal processed by the PLC into a
digital signal and transmits it to the IPC through the serial
port. +e analog signal has the advantages of intuitive and
easy to implement, while the disadvantages are weak anti-
interference ability, short transmission distance, and a
small amount of transmission data. Compared to the an-
alog signal, the response speed of a serial port is slower, but
it can transmit more data content each time, the trans-
mission distance is longer, and the anti-interference ability
is strong. In practical applications, the corresponding ac-
quisition method can be selected according to the function
of the analyzer and the situation on-site.

DAPS transmits control signals (blowback, analyzer
span calibration, analyzer zero calibration, etc.) to the PLC,
and the PLC controls the analyzer, auxiliary equipment, and
pollution control facilities to perform corresponding pro-
cessing actions. +e IPC communicates with the RMC
through the wireless network and performs data upload and
other interactive operations. +e high-level architecture of
the proposed system is shown in Figure 1.

2.2. Data Acquisition System (DAS). As discussed in the
previous section, the DAS is responsible for receiving the
emission data collected by the analyzer. For analyzers that do
not support serial bus, PLC is used to receive the metered
value, and then RS485 is used to transmit them to DAS.
Analyzers that support serial port can directly transmit
monitored data to DAS via RS485. For DAS, the two
methods actually use RS485 to receive the actual mea-
surement value; the difference is that the collected value
comes from one slave or multiple slaves.

+e schematic diagram of the acquisition operation and
the related database structure is shown in Figure 2.
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+e first step in the acquisition process is initialization.
Its main task is to confirm the serial ports information
participating in the acquisition operation and the protocol
and emission factor information corresponding to these
serial ports. +e second step is to create serial ports object
and start them according to the information obtained from

the initialization. Finally, the serial port management object
executes the receiving work in its thread, reads out the data
in the receiving buffer, processes the data according to the
corresponding protocol class, and saves it in memory.

DAS uses the SerialPort Class provided by C# for serial
port control. When the PLC or analyzer sends data to the
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Figure 1: +e high-level architecture of a DAPS for CEM.
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serial port, the data received event is triggered, the data is
stored in the buffer, and the delegate is called to perform data
reception.+e pseudocode of the data reception and process
are depicted in Algorithms 1 and 2.

It is worth noting that this event is also triggered when
the pin changes and the error received occurs, which may
interrupt the currently executing receive operation to pro-
cess these events. Because the transmission speed of the
serial bus is much lower than the processing speed of the
IPC, an appropriate delay should be added to the receiving
process to ensure that the data can be received completely
and correctly.+e delay setting must consider the theoretical
transmission time, the time it may consume to process pin
changes and errors received, and the time it takes to switch
events.

2.3. Data Storage System (DSS). +e main task of DSS is to
save the received real-time values to database and auto-
matically generate periodic records. DAS obtains the mea-
sured value according to the sampling time and stores it in
memory in the form of key value after filtering and pro-
cessing. It should be noted that the data storage structure
should be designed as a thread-safe (or lock mechanism) to
prevent data errors or missing data caused by concurrent
operations. DSS reads the data stored in the memory
according to the storage interval and saves them to the
database after processing (outlier, alarm, nitrogen oxide
calculation, etc.). +e scheduled thread is responsible for
generating periodic records (minutes, hours, and days) and
storing them in the corresponding table.

+e measurements of pollutants need to be converted
into standard-state value according to the following formula:

Csn � Cs ×
101325
Ba + Ps

×
273 + ts

273
, (1)

whereCsn is the mass concentration of pollutants in standard
state, mg/m3; Cs is the measured value of pollutants, mg/m3;
Ba is ambient atmospheric pressure at installation site, Pa; Ps

is measured static pressure value, Pa; and ts is the measured
temperature, °C.

+e conversion between the volume concentration of
gaseous pollutants (SO2, SO2) and the mass concentration
under standard state can be calculated according to the
following formula:

CQ �
M

22.4
× CV, (2)

where CQ is the mass concentration of pollutants, mg/m3; M
is the molar mass of pollutant, g/mol; and CV is the volume
concentration of pollutants, measurements, μmol/mol.

+e storage structure of real-time and periodic emission
information is column-based rather than the popular row-
based storage. +e column-based storage and row-based
storage referred to here are different from column-based
databases (C-Store, Hbase, and MonetDB, etc.) and row-
based databases (DB2, MySQL, Microsoft SQL Server, etc.).
Row-based storage means that the collected values of the
same period are stored in one row, and an ID and timestamp

field is used to identify the uniqueness of the record, which is
stored in the form of value1-value2-value3. Columnar
storage means that the collected values of the same period
are stored in multiple rows. Each row uses an ID to identify
the uniqueness of the record and is stored in the form of key
value. +e timestamp field is used to identify a group of
records collected at the same time. +e issues that should be
considered when choosing a storage method are as follows:

(i) Scalability: When a new monitoring item needs to
be added, the design based on row storage must
modify the basic structure of the related table and
the corresponding processing program. +ese
modifications are likely to bring new hidden dan-
gers to the original stable system. +e design using
the key-value storage method is more adaptable to
such changes and hardly needs to be changed.

(ii) Visibility: Row storage can directly observe the
emission information at a certain time. Column
storage puts the emission data collected at the same
time into multiple rows and requires a column-to-
row operation to observe all emission information.
+e latter is significantly inferior to the former in
fetch time and visibility.

(iii) Storage space: Column storage stores timestamps
and key values in each row, so there is redun-
dancy, and the storage space occupied is relatively
large.

Although the column storage-based method is weaker
than the row-based storage method in terms of visibility and
storage space, stability and scalability are more important for
the proposed system.

2.4. Data Communication System (DCS). In CEMS, the PLC
is responsible for executing the control commands issued by
DAPS. +e communication mode between PLC and DCS
can use RS485, Ethernet (IEEE802.3), and wireless network.
For control processing, real-time performance and security
are usually required. +e slow transmission speed of RS485
obviously cannot meet this requirement. Compared with
Ethernet, wireless network has poor anti-interference ability
and security. +erefore, the proposed system chooses
Ethernet to realize the control signal transmission between
DCS and PLC.

Traditional Ethernet cannot meet the real-time re-
quirements of the industrial field bus. At present, according
to different real-time and cost requirements in the industrial
field, there are roughly three types of real-time Ethernet
(RTE) implementation principles [25]:

(i) On Top of IP: Modbus/TCP, Ethernet/IP, FF SHE
(ii) On top of Ethernet: Ethernet Powerlink, Ethernet

for Plant Automation
(iii) Modified Ethernet: PROFINET IO, EtherCAT

+e control functions of the proposed system include
timing switch, zero calibration, control of flue gas sampling
probe temperature, and control of timing blowback. +ese
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control signals have low delivery time requirements, which
can be met by using standard systems with TCP/IP com-
munication channels without many problems. +erefore, on
top of IP is chosen, and the communication protocol is
Modbus/TCP. +e Modbus protocol was published by
Modicon in 1979 for PLC communication. At present,
Modbus has become the industry standard for communi-
cation protocols in the industrial field and is now a com-
monly used connection method between industrial
electronic devices. Figure 3 illustrates the structure of a
Modbus frame. Transmission over the TCP/IP Ethernet,
Modbus/TCP data frame includes three parts: message
header, function code, and data. +e header includes the
following fields: the Transaction Identifier is used to identify
the request/response frame.+e Protocol Identifier is always
set to 0, indicating that the Modbus protocol is used, and the
Length field is used to identify the length of the subsequent
data to be sent. Finally, the Unit Identification is used to
specify the slave address.

Communication between DCS and RMC is different
from communication between ADS and PLC. +e main
purpose of the latter is device control, so real-time and
security requirements are high. +e former takes data
transmission as its main purpose and its main characteristics
are low real-time requirements (>100ms), long transmission

distance, high delay, high tolerance to errors, and a relatively
large amount of data transmitted. Compared to RTE,
wireless network has the advantages of less cost, convenient
installation and maintenance, strong diffraction ability,
flexible networking structure, and large-scale coverage
[26–29]. Based on the above analysis, this paper realizes data
communication between DCS and RMC through a low-
value wireless network.

Socket communication technology is a powerful engine
that can realize real-time and bidirectional communication
of various communication mechanisms. +e application
layer organizes the transmitted data into fragments, which
are a block of bytes that contain request or response data.
Figure 4 illustrates the structure of the fragment. +e
fragment consists of the following fields: a start field which
marks the start of the frame; the length field, which indicates
the size of the data; the data segment field, which contains
request or response data; CRC field, which is used to detect
or verify errors that may occur after data transmission; and
an end field, which marks the end of the frame.

DAS and RMC package the data according to the
specified format (Figure 4) and then send them to the other
party. +e other party performs the corresponding opera-
tions according to the command type, including data packet
analysis, identification, execution of commands, and

\documentclass[11pt]{article}
\usepackage{CJK}
\usepackage[top�2cm, bottom�2cm, left�2cm, right�2cm]{geometry}
\usepackage{algorithm}
\usepackage{algorithmicx}
\usepackage{algpseudocode}
\usepackage{amsmath}
\usepackage{indentfirst}
\floatname{algorithm}{Algorithm}
\renewcommand{\algorithmicrequire}{\textbf{Input:}}
\renewcommand{\algorithmicensure}{\textbf{Output:}}
\begin{document}
\begin{CJK∗}{UTF8}{gkai}
\begin{algorithm}

\caption{Receiving Data using Serial Port}
\begin{algorithmic}[1] %每行显示行号
\Require $port:$SerialPort Object
\State $count \gets $ number of bytes of data in the receive buffer
\State delay
\While{number of bytes of receive buffer$ > $0}
\While{$(count < $number of bytes of receive buffer) \textbf{and} (number of bytes of receive buffer$ < $preset cache size)}
\State $count \gets $ number of bytes of receive buffer
\State $delay$

\EndWhile
\State store received data
\State process received data

\EndWhile
\end{algorithmic}

\end{algorithm}
\end{CJK∗}

\end{document}

ALGORITHM 1: Receiving data using serial port.
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responses. +is paper uses the socket mechanism to realize
the communication based on TCP/IP. To ensure efficient,
reliable, and stable data transmission in wireless network,
this paper makes some attempts in the following aspects:

(i) Timeout retransmission: If no response is received
within the specified time after the request is sent, it
will be regarded as a timeout, and it will be resent
after the timeout. If no response is received after the
retransmission exceeds the specified number, it will
be regarded as a communication failure and the
communication will end.

(ii) Buffer management: +e SocketAsyncEventArgs
(SAEA) object is provided by.NET Framework
and is mainly used to implement high-perfor-
mance data sending and receiving processing.
SAEA has a corresponding cache space in
memory. When the number of SAEA objects
gradually increases, the cache space of these SAEA
objects will become larger and larger. +ey are not

continuous in the system memory, causing many
memory fragments, and these caches cannot be
reused. When creating and destroying SAEA
objects, this will cause extra CPU consumption
and affect performance. By creating an SAEA
pool, SAEA objects can be reused, and free SAEA
objects are taken from the pool when needed and
put back into the pool when not in use. Doing so
can make reasonable use of memory for better
performance.

(iii) Duplex communication: An SAEA object can only
complete one task at a time, receive data, or send
data.+emonitoring systemmay havemultiple data
sending operations at the same time (send real-time
data, send minute data), and one SAEA object
certainly cannot meet the demand. +erefore, the
client needs to cooperate with multiple SAEAs; at
least one is used for receiving, and the others are
used for sending.

\documentclass[11pt]{article}
\usepackage{CJK}
\usepackage[top�2cm, bottom�2cm, left�2cm, right�2cm]{geometry}
\usepackage{algorithm}
\usepackage{algorithmicx}
\usepackage{algpseudocode}
\usepackage{amsmath}
\usepackage{indentfirst}
\floatname{algorithm}{Algorithm}
\renewcommand{\algorithmicrequire}{\textbf{Input:}}
\renewcommand{\algorithmicensure}{\textbf{Output:}}
\begin{document}
\begin{CJK∗}{UTF8}{gkai}
\renewcommand{\thealgorithm}{2}
\begin{algorithm}

\caption{Process Received Data}
\begin{algorithmic}[1] %每行显示行号
\Require $enumber:$analyzer number ,$buf:$byte array containing received data
\State $factors \gets$ get factors by analyzer number
\State $length \gets buf[2]/2 $
If {$length \neq factors.Length$}
\State $return$
\EndIf
\State $index \gets 3 $
\For{$i�0$ to $length$}
\State $tempbuf \gets$ new byte[2]
\State $tempbuf \gets$ copy buf from index to index+2
\State $val \gets $ bytes array to unit16
\State $[rangeH,rangeL] \gets$ get range of current factor
\State $temp \gets (rangeH - rangeL) ∗ val / 65535 +rangeL;$
\State Update the dictionary used to store collected data

\EndFor
\end{algorithmic}
\end{algorithm}

\end{CJK∗}
\end{document}

ALGORITHM 2: Process received data.
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+e pseudocode of DCS and RMC communication is
shown in Algorithms 3 and 4.

3. Results and Discussion

To analyze the performance of the proposed system, we
conducted three sets of experiments: one set was used to
evaluate the data acquisition operation reliability; the
second set tested the system’s communication capabilities,
and the last set by observing memory and CPU usage
situation to evaluate the overall performance of the
system.

3.1. Data Acquisition Test. DAS collects and records a set of
real-time emission data according to the sampling interval.+e
collection items include oxygen content, flow rate, temperature,
static pressure, humidity, PM concentration, NO concentra-
tion, and SO2 concentration. Data are collected through RS485
and stored in the SQL Server database, and the communication
protocol is the Modbus RTU standard. +e Modbus RTU
protocol defines a simple protocol data unit independent of the
lower communication layer, including address, function code,
data, and CRC. On aModbus RTU serial link, the address field
contains only the slave address. +e function code indicates
what operation to perform, and the subsequent data of the

function code is the request or response data field. +e error
check field is the result of the cyclic redundancy check cal-
culation of themessage data. Table 1 presents theModbus RTU
data frame.

As discussed in Section 2.2, to ensure that data can be
received completely and correctly, it is necessary to set an
appropriate receiving delay in the DAS. +e short delay
will cause data reception errors and data loss, and the
long delay will lead to more acquisition time. To ensure
reliable operation of DAS, it is necessary to consider
delays introduced by other operations during acquisition
(e.g., the interrupt triggered by serial pin change or data
receive error may temporarily terminate the current
operation to response these interrupt events, which in-
troduces some minor delay in the current receive pro-
cessing). However, these events are usually random and
difficult to reproduce. Inspired by [30], we use a sta-
tistical estimation model of the Gumbel distribution to
predict pessimistic execution time from experimentally
obtained execution time samples. +e Gumbel distri-
bution function is as follows:

G(u,σ)(x) � exp − exp
− (x − μ)

σ
  , x> μ, (3)

where

Start Data Segment Length Data Segment CRC End

2 bytes 2 bytes 0-1024 bytes 4 bytes 2 bytes 

Figure 4: Structure of the data frame of the DCS and RMC communication.
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Figure 3: Modbus frame structure.
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(4)

λ is Euler’s constant.
Equation (3) is not suitable for estimating the pessi-

mistic execution time because it is limited by x> μ, which
results in values of max> x> μ also included in the sta-
tistical range. Estimating pessimistic execution time times
only needs to consider those which are greater than the
max value, α of samples, X. +e revised formula is as
follows:

α � max(0, X),

θi �
G(x + α) − G(α)

1 − G(α)
.

(5)

Table 2 summarizes the specifications of the parameters
used in the data acquisition test. +is experiment was re-
peated 1000 times, with a maximum of 134.76ms, a mean of
101.05ms, and a standard variance of 7.91. +erefore, the
estimation model of the pessimistic execution time is given
as

θi � − 419.59 + 420.59 exp(− exp(− 0.162x − 15.8)). (6)

+e experimental results (Figure 5) show that the esti-
mated value of the DAS is less than or equal to 164.24ms
with 99% confidence and less than or equal to 191.7ms with
100% confidence. Clearly, the latency of the DAS meets the
specified time requirement of industrial pollutants moni-
toring system.

3.2. Data Transmission Test. DTS communicates with PLC
through RTE and is used to control range calibration,
blowback, and so on. +e test parameters are shown in
Table 3. Referring to the experiment in Section 3.1, we

\documentclass[11pt]{article}
\usepackage{CJK}
\usepackage[top�2cm, bottom�2cm, left�2cm, right�2cm]{geometry}
\usepackage{algorithm}
\usepackage{algorithmicx}
\usepackage{algpseudocode}
\usepackage{amsmath}
\usepackage{indentfirst}
\floatname{algorithm}{Algorithm}
\renewcommand{\algorithmicrequire}{\textbf{Input:}}
\renewcommand{\algorithmicensure}{\textbf{Output:}}
\begin{document}
\begin{CJK∗}{UTF8}{gkai}
\renewcommand{\thealgorithm}{3}
\begin{algorithm}

\caption{Send Data to RMC}
\begin{algorithmic}[1] %每行显示行号
\Require $client:$asynchronous socket client, $cp: $command parameter, a string contains the data to be passed,$reply:$need

reply, $saphores:$global variables, dictionary structure used to store semaphores
\State $data \gets$ packs the cp to data package
\State send data to RMC using client
\If {$reply \neq True $}
\State $return$
\EndIf
\State $saphore \gets $ new AutoResetEvent
\State add saphore to saphores
\State waiting for saphore reset
\While{not reset}
\If {not exceeded number of retransmission}
\State retransmission

\EndIf
\EndWhile

\end{algorithmic}
\end{algorithm}
\end{CJK∗}

\end{document}

ALGORITHM 3: Send data to RMC.
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repeated send signal to PLC 4000 times, with a maximum of
19.97ms, a mean of 3.77ms, and a standard variance of 1.65.
+e model of the pessimistic execution time is given as
follows:

θi � exp(− exp(− 0.777x − 14.96)). (7)

From the experimental results (Figure 6), it can be seen
that the transmission time is less than or equal to 33ms with
100% confidence. +at can fully meet the low-speed class for
control with delivery times around 100ms.

DTS communicates with RMC through a wireless net-
work. DTS uploads periodic data according to the specified
time interval. +e sending interval for real-time data in this
experiment is set to 5 s and the average data length is 387
bytes. To evaluate the performance of DTS in the case of
multithreaded concurrency, we set up 1, 3, 5, and 10 RMCs,
and DTS transmits the collected data to RMCs respectively.

+e experimental results are shown in Figure 7.We observed
that the CPU occupancy rate of the current process is around
2.3%, which does not increase with the increase of trans-
mitted threads. +e experimental results show that the
proposed DTS performs well.

3.3. EvaluationofOverall Performance. +is experiment uses
the performance calculator provided by DOTNET to run
continuously for 14 hours with 15 s sample intervals to
observe the usage of CPU, GC, and memory to evaluate the
overall performance of the proposed system. +e experi-
mental results are shown in Figure 8.

From Figure 8(a), we can see that the average CPU
occupancy rate is 2.3%, the minimum value is 2.0%, and the
maximum value is 3.2%. Most of the values are near the
average value. +e results show that the current system
consumes less CPU time and remains relatively stable during
operation. It can be seen from Figure 8(d) that the number of
threads started by the current system is between 600 and 850,
and the average is 732, which does not increase with time,
which means that the system has no handle leak problem.
+e private bytes and pool paged bytes of this system are
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\usepackage[top�2cm, bottom�2cm, left�2cm, right�2cm]{geometry}
\usepackage{algorithm}
\usepackage{algorithmicx}
\usepackage{algpseudocode}
\usepackage{amsmath}
\usepackage{indentfirst}
\floatname{algorithm}{Algorithm}
\renewcommand{\algorithmicrequire}{\textbf{Input:}}
\renewcommand{\algorithmicensure}{\textbf{Output:}}
\begin{document}
\begin{CJK∗}{UTF8}{gkai}
\renewcommand{\thealgorithm}{4}
\begin{algorithm}

\caption{Recieve Data from RMC}
\begin{algorithmic}[1] %每行显示行号
\Require $data: $recieved data
\State $packet \gets$ parse data
\If {$packet∼error$}
\State $return$

\EndIf
\State $cn \gets$ get command no.
\State $cata \gets$ get command catagory throught cn
\If{$cata � 0$}
\State reset saphore

\EndIf
\If{$cata � 1$}
\State process request

\EndIf
\end{algorithmic}

\end{algorithm}
\end{CJK∗}

\end{document}

ALGORITHM 4: Recieve data from RMC.

Table 1: +e data frame format of Modbus RTU.

Address code Function code Data CRC
8 bits 8 bits N∗8 bits 16 bits
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shown in Figures 8(b) and 8(e). +e average number of
private bytes is 32.7MB and the range is 1MB; the average
number of pooled pages is 0.37MB and the range is 0.04MB.
+ey are relatively stable throughout the operation period,
and there are no rapid increase and decrease, which indicates

that there is no memory leak problem. Figures 8(c) and 8(f )
observe the memory usage from an overall perspective.
Figure 8(c) indicates the current memory allocated in bytes
on the garbage collection heaps. From the figure, the usage of
the heap is reasonable, and no abnormal situation occurs.
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Figure 6: +e confidence level against the pessimistic transmission time estimate.

Table 3: Parameters and results of the control transmission experiment.

Bandwidth (Mbits/sec) Transfer (Mbytes) Time delay (ms) Bytes transmitted Packet length (bytes) Handling time (ms)
92.5 112 3 2 16 0.04
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Figure 5: +e confidence level against the pessimistic acquisition time estimate.

Table 2: +e specifications of the data acquisition experiment.

Baud rate Parity Data bits Stop bits Number of bytes transmitted
9600 bps None 8 1 20 bytes
Sampling interval Delay time Number of samples
1 s 100ms 1000
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From Figure 8(f), it can be seen that the GC operation of
DOTNET is not frequent, and the CPU time is also low.
From the above usage of CPU, memory, and GC, it can be
seen that the performance of the proposed system is better
and there is no obvious performance bottleneck.

4. Conclusions

In this paper, we have proposed the design of DAPS for
industrial pollutants monitoring. Usually, DAPS adopts a
sampling interval higher than 1 s to obtain real-time
emission information, so the analyzer or PLC can transmit
the collected data to DAPS through the low-speed serial
port. For control signal transmission, the real-time and
stability of transmission are very important. +e system

chooses an improved Ethernet based on TCP/IP to realize
the transmission of the control signal. DAPS uses the SQL
Server database to save collected data and generates minute
data, hourly data, and daily data regularly. At the same
time, it communicates with the RMC through the wireless
network and transmits the monitoring data to the RMCs.
We tested the acquisition system and transmission system,
respectively, and observed the usage of CPU and memory
through the performance counter. +e experiments con-
firmed that the proposed system can meet the design re-
quirements and can perform acquisition and transmission
stably and reliably.

However, the experiments and evaluations we do are
based on simulated environments, which are quite dif-
ferent from real production environments. In the
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Figure 8: +e usage of the CPU, GC, and memory. (a) Processor time. (b) Private bytes. (c) Bytes in all heaps. (d) Handle count. (e) Pool
paged bytes. (f ) Time in GC.
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following research, we will apply the system to the actual
production environment to further verify the perfor-
mance of the system.

Data Availability

+e labeled dataset used to support the findings of this study
is available from the corresponding author upon request.

Conflicts of Interest

+e authors declare that there are no conflicts of interest
regarding the publication of this article.

Acknowledgments

+is work was supported by “Innovation and entrepre-
neurship training program for College Students” Project
(Operation no. 202110146018) and financed by Liaoning
University of Science and Technology.

References

[1] C. Noël, C. Vanroelen, and S. Gadeyne, “Qualitative research
about public health risk perceptions on ambient air pollu-
tion,” A review study, SSM-Population Health, vol. 15, Article
ID 100879, 2021.

[2] N. N. H. Chi and N. T. K. Oanh, “Photochemical smog
modeling of PM2. 5 for assessment of associated health
impacts in crowded urban area of Southeast Asia,” Envi-
ronmental Technology & Innovation, vol. 21, Article ID
101241, 2021.

[3] K. Clarke, H.-O. Kwon, and S.-D. Choi, “Fast and reliable
source identification of criteria air pollutants in an industrial
city,” Atmospheric Environment, vol. 95, pp. 239–248, 2014.

[4] M. Shamsuzzaman, A. Shamsuzzoha, H. BashirKarim, and
A. Karim, “Effective monitoring of carbon emissions from
industrial sector using statistical process control,” Applied
Energy, vol. 300, Article ID 117352, 2021.

[5] T.-V. Kim and J. C. Kim, “Moisture Removal techniques for a
continuous emission monitoring system: a review,” Atmo-
sphere, vol. 12, no. 1, p. 61, 2021.

[6] X. Schreifels and J. Schreifels, “Continuous emission moni-
toring systems at power plants in China: improving SO2
emission measurement,” Energy Policy, vol. 39, no. 11,
pp. 7432–7438, 2011.

[7] L. Tang, X. Xue, J. Mi, W. BoChangWangLiCuiDong, and
G. Dong, “Air pollution emissions from Chinese power plants
based on the continuous emission monitoring systems net-
work,” Scientific Data, vol. 7, no. 1, pp. 325–410, 2020.

[8] S. Wang, J. Liu, H. Tang, T. YuZhaoGaoZhouZhongWang,
and Y. Wang, “Trends in air pollutant emissions from the
sintering process of the iron and steel industry in the Fenwei
Plain and surrounding regions in China, 2014-2017,” Che-
mosphere, vol. 291, Article ID 132917, 2022.

[9] Y. Zhang, X. Bo, Y. Nielsen, and C. P. Nielsen, “Benefits of
current and future policies on emissions of China’s coal-fired
power sector indicated by continuous emission monitoring,”
Environmental Pollution, vol. 251, pp. 415–424, 2019.

[10] V. J. Karplus, S. Zhang, and D. Almond, “Quantifying coal
power plant responses to tighter SO 2 emissions standards in
China,” Proceedings of the National Academy of Sciences,
vol. 115, no. 27, pp. 7004–7009, 2018.

[11] A. Nielson and S. Nielson, “CEMS strategy for PC MACT,”
IEEE Transactions on Industry Applications, vol. 51, no. 1,
pp. 5–12, 2015.

[12] Y.-J. Yang, X.-Y. Zhang, Z. J. Wang et al., “Applying reliability
centered maintenance (RCM) to sampling subsystem in
continuous emission monitoring system,” IEEE Access, vol. 8,
Article ID 55054, 2020.

[13] K. Smith and D. Cole, “Software vs. hardware approach to
emissions monitoring,” in Proceedings of the 2015 61st IEEE
Pulp and Paper Industry Conference (PPIC), pp. 1–6, IEEE,
Milwaukee, WI, USA, June 2014.

[14] B.Wang, X. Yao, Y. Sun, C. Shabaz, andM. Shabaz, “Design of
a real-time monitoring system for smoke and dust in thermal
power plants based on improved genetic algorithm,” Journal
of Healthcare Engineering, vol. 2021, Article ID 7212567,
10 pages, 2021.

[15] M. R. Khosravi and S. B. L. A. L. M. Samadi, “BL-ALM: a blind
scalable edge-guided reconstruction filter for smart envi-
ronmental monitoring through green IoMT-UAV networks,”
IEEE Transactions on Green Communications and Network-
ing, vol. 5, no. 2, pp. 727–736, 2021.

[16] Z. Yuan, L. Meng, X. Gu, and C BaiCuiJiang, “Prediction of
NOx emissions for coal-fired power plants with stacked-
generalization ensemble method,” Fuel, vol. 289, Article ID
119748, 2021.

[17] G. Kurnaz and A. S. Demir, “Prediction of SO2 and PM10 air
pollutants using a deep learning-based recurrent neural
network: case of industrial city Sakarya,” Urban Climate,
vol. 41, Article ID 101051, 2022.

[18] M. Du and K. Du, “Development of a predictive emissions
model using a gradient boosting machine learning method,”
Environmental Technology & Innovation, vol. 20, Article ID
101028, 2020.

[19] D. Adams, D.-H. Oh, D. W. Lee, C. H. Oh, and M. Oh,
“Prediction of Sox-NOx emission from a coal-fired CFB
power plant withmachine learning: plant data learned by deep
neural network and least square support vector machine,”
Journal of Cleaner Production, vol. 270, Article ID 122310,
2020.

[20] L. Zhou, Y. Song, W. Ji, and H. Wei, “Machine learning for
combustion,” Energy and AI, vol. 7, Article ID 100128, 2022.

[21] M. R. Khosravi and S. Samadi, “Reliable data aggregation in
internet of ViSAR vehicles using chained dual-phase Adaptive
interpolation and data embedding,” IEEE Internet of �ings
Journal, vol. 7, no. 4, pp. 2603–2610, 2020.

[22] A. Liu, Z. Huang, M. Li et al., “A survey on fundamental limits
of integrated sensing and communication,” IEEE Commu-
nications Surveys & Tutorials, vol. 24, Article ID 3149272,
2022.

[23] S. Sengan, O. I. Khalaf, G. R. K. Rao, D. Sharma,
K. Amarendra, and A. A. Hamad, “Security-aware routing on
wireless communication for E-health records monitoring
using machine learning,” International Journal of Reliable and
Quality E-Healthcare, vol. 11, no. 3, pp. 1–10, 2022.

[24] Q. Liu and N. Liu, “Monitoring area coverage optimization
algorithm based on nodes perceptual mathematical model in
wireless sensor networks,” Computer Communications,
vol. 155, pp. 227–234, 2020.

[25] B. Hancke and G. P. Hancke, “Introduction to industrial
control networks,” IEEE Communications Surveys & Tuto-
rials, vol. 15, no. 2, pp. 860–880, 2013.

[26] C. Liang, Q. Zhang, and J. Ma, “Research on neural network
chaotic encryption algorithm in 505 wireless network security
communication,” EURASIP Journal on Wireless

12 Advances in Multimedia



Communications and 506 Networking, vol. 2019, no. 1,
10 pages, Article ID 1512019, 2019.

[27] X. Li, Di Li, J. Vasilakos, C. F. LaiWang, and S. Wang, “A
review of industrial wireless networks in the context of In-
dustry 4.0,”Wireless Networks, vol. 23, no. 1, pp. 23–41, 2017.

[28] M. Wollschlaeger, T. Sauter, and J. Jasperneite, “+e future of
industrial communication: automation networks in the era of
the internet of things and industry 4.0,” IEEE Industrial
Electronics Magazine, vol. 11, no. 1, pp. 17–27, 2017.

[29] Q. Li and N. Liu, “Monitoring area coverage based on im-
proved virtual force and multimedia nodes movement data in
mobile wireless sensor networks,” Advances in Multimedia,
vol. 2022, Article ID 7121469, 9 pages, 2022.

[30] Y. Yang, K. McLaughlin, S. Sezer, and H. F LittlerIm
PranggonoWang, “Multiattribute SCADA-specific intrusion
detection system for power networks,” IEEE Transactions on
Power Delivery, vol. 29, no. 3, pp. 1092–1102, 2014.

Advances in Multimedia 13


