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In order to improve the production e�ect of �lm and television animation, this paper combines motion capture technology to
construct a �lm and television animation production system and proposes a simple correction method to eliminate the instability
of animation frames. �is method suppresses the occurrence of instability by introducing additional viscosity corresponding to
shear waves in the vicinity of strong shock waves. Furthermore, this paper constructs two Riemannian solvers, HLLEC and
HLLES, to study the stability of numerical carbuncle problems. In addition, this paper builds a �lm and television animation
production system based on motion capture technology. �rough the veri�cation of motion capture and animation production
e�ects, it can be seen that the �lm and television animation system based onmotion capture technology proposed in this paper can
e�ectively promote the improvement of the animation production e�ect.

1. Introduction

�e animation production process must �rst be built based
on the sub scene script, so the writing of the subscene script
is very important. Moreover, a cartoon consists of several
paragraphs, each paragraph consists of several scenes, each
scene contains several plot segments, and each plot segment
is composed of several shots [1]. In short, a �lm is made up of
shots. �e subshot script is to process the story into shots
and formulate the time length of the shots, the movement
methods of the shots, the content of the shots, and the
arrangement relationship between the shots in detail
according to the montage thinking. It is roughly classi�ed
into storyboard according to the dialogue of the characters,
storyboard according to the movement relationship of the
characters, storyboard according to the turning point of the
characters’ emotions, storyboard according to the psycho-
logical changes of the objects, storyboard according to the
perspective transformation, storyboard according to the
causal chain, and other methods [2]. In the storyboard stage,
3D computer animation is fundamentally di�erent from 2D

hand-drawn animation. 3D animations can be produced
using storyboards, which greatly reduces the workload in the
preparatory stage. In particular, the virtual camera not only
simpli�es the storyboard work but also allows 
exible
framing, free composition changes, and random switching
of shots, which makes the compositional relationship and
performance of the lens images more optional [3].

Synthesis technology is also a general technology in two-
dimensional movements. �e most noteworthy thing in
synthesis technology is the production of movements. Ac-
tion production in 3D animation is a kind of composite
production. With the upgrade of production software, more
synthesis tools are also provided [4].

Traditional animation design is often restricted by re-
alistic conditions, such as changes in objects, movement of
objects, etc. However, 3D animation production technology
can realize 
exible animation design and produce arbitrary
changing e�ects. One is the �ctional movement [5]. �e
application of 3D animation technology can virtualize
movement in the real environment [6]. �e second is
continuous shooting. 3D animation production technology
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can be applied to achieve continuous shooting, from the
macroworld to the microworld naturally, to achieve unin-
terrupted shooting, and it can also naturally enter the macro
world from the microworld [7]. For example, it can take a
macro shot of a city, and then enter the micro-internal
world, so that the shots can be kept coherent and will not
cause the sense of camera switching. +e third is the variable
object. +ree-dimensional animation technology can pro-
vide two deformation methods. One is the deformation of
the three-dimensional shape and the other is the defor-
mation of the image level. In this way, the artistic expression
effect of metaphor can be achieved, resulting in direct in-
terpretation, and at the same time strengthening the per-
suasive effect [8].

+e texture of objects is one of the important contents of
animation performance. 3D animation technology can en-
rich texture performance and strengthen artistic effects. In
general, the texture and color of the material are determined
by the properties of the surface, such as the brightness,
reflection, and absorption of light on the surface of the
material. +ese properties often depend on the material
composed of the body. 3D animation production technology
provides a variety of materials. +e library can achieve the
largest range of material coverage, thus enriching the texture
performance [9]. Lighting is one of the important factors
affecting the texture of the material. +e 3D animation
production technology will realize the optimization of the
lighting design. By flexibly selecting the type and type of the
light, and freely changing the brightness and darkness of the
light, moving the position of the light, using Light reflection,
shadow effects, etc. [10].

Bone and skinning are used for animation binding. +e
bones are connected through joint chains. Bone joints are
added at the positions that need to be moved and the model
is associated with the bones through skinning. We adjust the
distribution of the weight of the bone to the model through
the skin weight drawing to meet the requirements of ani-
mation. Animation production is the most important part of
3D animation production. +e key to animation production
lies in animation adjustment. Character movements and
expressions are the keys to plot development and character
characteristics [11]. +e effect of the cartoon depends on the
action of the character, and the action of the character is
often the most tedious process in production. +e mid-
production of animation is the result of the joint efforts of all
the production staff [12].

Polygon modeling technology is one of the most com-
monly used modeling methods in modeling technology.
Polygon refers to the polygon meshes composed of polyg-
onal meshes, and the model is composed of polygonal
meshes [13]. +e polygonal patch in digital model modeling
requires a four-sided mesh structure. For non-four-sided
surfaces, it is necessary to modify them into four-sided
surfaces, and a reasonable topology model can meet the
requirements of animation production. Polygon modeling is
easier to operate. For the modification of polygons, the
digital model provides a wealth of modification command
operations, which is very convenient to use. Polygon
modeling in modeling technology is suitable for various

morphological models such as buildings, game characters,
and animation characters. It is the most commonly used in
modeling production technology and is the main means of
3D model construction [14]. Subdivision surface modeling
can simplify the production process of complex objects. It
takes into account both polygon modeling and NURBS
surface modeling technology. It is a comprehensive mod-
eling technology that can be switched between surfaces and
polygon meshes through conversion, which combines the
common features of both. It is usually used to build props in
modeling, which can greatly improve the modeling speed
and shorten the animation production cycle [15]. Lighting
and material technology are very important in digital
models. Lights can simulate indoor and outdoor lighting of
lights.+e use of lights can express the time dimension of the
animation scene environment, such as morning, sunset,
sunny, thunderstorm, and other natural environments.
+rough the use of lighting, the development and ups and
downs of the story and the character of the characters can be
expressed [16]. For example, different angles of lighting can
clearly convey character characters such as heroes and de-
mons, and different color temperatures of lighting can also
express environmental atmospheres such as the joy of fes-
tivals and the fear of disasters. +ere are six basic types of
lights in the digital model: ambient light, directional light,
point light, spot light, area light, and volume light, each of
which has its own characteristics and different uses [17]. If
there is only a good lighting atmosphere, and there are no
complex and changing models and materials, the final
rendered picture will not be vivid and exciting, so the model,
lighting, material, and animation complement each other,
and each link directly affects the final effect. +e materials
and textures of the digital model can simulate any material
effects in the natural environment such as metal, glass,
plastic, cloth, wood, and stone. +e digital model provides a
variety of surface shaders to simulate material effects with
and without highlights [18].+e lighting andmaterials of the
digital model are an important part of the animation pro-
duction of the digital model. Exquisite textures, realistic
textures, and reasonable materials can express the model
incisively and vividly. A large part of the realistic expression
of virtual effects is created by excellent lighting engineers
and materials. It is determined by the level of the teacher
[19]. Animation technology. +e digital model has a variety
of animation production technology methods, such as path
animation, keyframe animation, expression animation, de-
formation animation, driving animation, particle animation,
and other animation forms. +e digital model includes
advanced animation production tools such as deformers,
constraints, nonlinear animation editing systems, bones, and
skin systems, including skeletal systems, IK spline handles,
skin weight drawing and distribution, and other animation
production techniques [20]. Digital model animation also
produces various character expression animations through
fusion deformation technology. +e skeletal system of the
digital model is very powerful, and the skeletal control
system is to assemble these animation objects before ani-
mating the characters and objects of the scene. +e whole
process of creating bones, adding control systems to bones,
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skinning bones, and adding deformations and constraints to
characters is called rigging, also known as character setup.
Create character animation through the skeleton system,
bind bones to create controllers, and after skinning, you can
control the deformation of the model by rotating the bones.
In digital model character animation, the animator does not
directly use the most primitive bone chain to control the
character animation but adds a series of control systems to the
bone inscription, such as the IK system, driving keyframes,
attribute association, constraints, etc., to facilitate production
animation. In the process of skinning, some additional
control systems may be added, such as flexor system, muscle
deformation system, and associative deformation. A com-
pleted character animation control system [21].

+is paper combines motion capture technology to build
a film and television animation production system to im-
prove the production effect of modern film and television
animation.

2. Digital Motion Capture Technology

2.1. Numerical Dissipative Study of Godunov-Type Schemes.
+ere is a close relationship between the numerical viscosity
of the animation frame capture method and its numerical
animation frame stability, and this part will focus on this
problem in detail. In order to facilitate subsequent analysis,
here is a brief review of two classic HLL-type Riemann
solvers: HLLE format and HLLEM format.

It is well known that animation frame capture formats
that can accurately capture contact discontinuities and shear
waves are prone to frame instability problems. However,
very little work has focused on investigating which nu-
merical viscosity is really effective in suppressing animation
frame instability.

Considering the Riemann problem of the system of
equations, xi+1/2 can be expressed as follows:
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Among them, x′ � x − xi+1/2, SL and SR represent the
minimum and maximum wave velocities at interface xi+1/2.
Furthermore, for ease of exposition, we assume tn � 0 here.

+e approximate solution of the Riemann problem in the
HLLE scheme only includes the minimum and maximum
wave velocities, while ignoring the intermediate wave ve-
locities, so the contact discontinuity and shear waves cannot
be distinguished. In order to reduce the numerical viscosity
of the HLLE scheme, Einfeldt proposed a method to modify

the Riemann solution by adding an inverse dissipation term.
According to Einfeldt’s method, only the inverse dissipation
term corresponding to the entropy wave is first considered
here. +erefore, the average state Ui+1/2 in the solution of the
Riemann problem can be corrected as follows:
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Similarly, if only the inverse dissipation term corre-
sponding to the shear wave is added, the solution to the
Riemann problem can be expressed as [22]:
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+e corresponding Riemann solver HLLES can be
expressed as follows:
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In this paper, two Riemannian solvers HLLEC and
HLLES are constructed. In order to clarify their dissipation
mechanism, these two formats can be expressed as a unified
form such as formula together with the classical HLLE
format and HLLEM format. It can be observed that the only
difference between the four formats is the definition of the
inverse dissipation coefficient. +is paper adopts the flux
form that shows the numerical viscosity, namely:
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Here, we consider two special and important cases. One
is the steady entropy wave problem, and the other is the
steady shear wave problem. Figure 1 shows the schematic
diagram of the two problems.

By giving an initial density discontinuity, a simple en-
tropy wave can be obtained, namely:
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(ρ, u, v, p)I,K �
ρ0 + δρ, u0, 0, p0( , K � J,

ρ0 − δρ, u0, 0, p0( , K � J + 1.
 (7)

Among them, (ρ0, u0, v0, p0) denotes a given uniform
initial condition. Under this condition, the corresponding
viscosity term can be expressed as follows:
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+is paper uses the linear perturbation analysismethod to
illustrate how the four Godunov-type schemes defined by
formulas (5) and (6) andTable 1 suppress small perturbations.

With the proper inverse dissipation term, the HLLEM
format canaccurately capture entropywaves and shearwaves.

2.2. Numerical Test Setup. Due to the strong nonlinearity of
numerical animation frame instability, especially the com-
plexity of multidimensional instability, there is still a lack of
effective theoretical analysis methods and it is difficult to
study its mechanism from a theoretical level. +erefore,
numerical experiments have become one of the reliable ways
to study the stability of animation frame capture methods.
+is paper focuses on the stability study of numerical car-
buncle problems. +is problem usually occurs in the nu-
merical simulation of flow around a hypersonic blunt body,
especially since the numerical format used has the properties
of low dissipation and high resolution. In order to facilitate
the analysis, this paper selects a standard steady-state normal
animation frame problem in a two-dimensional area as a
research example. If the numerical method produces in-
stability in this steady-state animation frame study, it will
produce numerical “carbuncles” in the flow around a blunt
body. +erefore, based on this problem, this paper conducts
an in-depth analysis of the numerical “carbuncle” phe-
nomenon, explores its mechanism, and proposes corre-
sponding cure methods. To facilitate further discussion later,
this subsection briefly describes the experimental setup for
this example and presents the frame instability character-
istics of a typical numerical animation of a low-dissipation
Riemann solver.

As shown in Figure 2, the calculation area consists of
50 × 25 uniform grids. +e flow field is initialized as follows:
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In the formula, the functions f(M0) and g(M0) can be
expressed as follows:
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Figure 1: Schematic diagram of steady-state discontinuity.

Table 1: Definition of four HLL type formats.

HLLEM HLLEC HLLES HLLE
δ2 a/(a + |q|) a/(a + |q|) 0 0
δ3 a/(a + |q|) 0 a/(a + |q|) 0
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Among them, M0 and c represent the incoming Mach
number and the gas-specific heat ratio, respectively. In this
problem, the incoming flow boundary condition is set as free
incoming flow. In order to keep the mass flow in the
computational domain constant and to fix the animation
frame at the same position, themass flow in the virtual grid is
specified as follows:

(ρu)imax+1,j � (ρu)0 � 1. (11)

Other variables can be obtained by extrapolation. +e
state quantity in the animation frame is assumed to be on the
Yugon line, and this intermediate state quantity (M : i� 13)
can be expressed as follows:

ρM � 1 − αρ ρL + αρρR,

uM � 1 − αu( uL + αuuR,
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(12)
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In the formula, ε� 0.0, . . ., 0.9 represents the discrete
weighted average. Here, it represents the initial state within
the grid in the middle of the animation frame, referred to
herein as the animation frame position. In the case of dif-
ferent incoming Mach numbers and animation frame po-
sitions, in this paper, the HLL-type format defined above is
used to calculate the quasi-one-dimensional (1.5D) normal
animation frame problem and its corresponding one-di-
mensional problem (1D), that is, only one layer of grid is
used in the direction parallel to the animation frame.

Both theoretical analysis and numerical experimental
studies have shown that a Riemann solver capable of cap-
turing stationary animation frames with a single interior
point is not always stable. Like the Godunov and the Roe
formats, the HLLE and HLLEM formats for formula cal-
culation of wave velocity are used to give a numerical an-
imation frame structure containing an intermediate state
point. In the case of strong animation frames and different
animation frame positions, these formats suffer from in-
stability of one-dimensional numerical animation frames,
that is, one-dimensional “carbuncle” problems. All HLL-
type formats produce unstable results at animation frame
positions ε� 0.0∼ 0.3. In the one-dimensional case, the
HLLEC format degenerates to the HLLEM format, and the
HLLES format degenerates to the HLLE format. Compared
with the HLLEM scheme, the approximate solution of the
HLLE scheme to the Riemann problem ignores the contact
wave, thus introducing excessive numerical viscosity to the
contact discontinuity. However, the HLLE format, like the
HLLEM format, still suffers from 1D animation frame in-
stability at certain animation frame positions.+e numerical
viscosity corresponding to the contact wave cannot effec-
tively suppress the instability of one-dimensional numerical
animation frames, that is, the one-dimensional “carbuncle”
problem.

Figure 3 shows the results of the steady-state animation
frame calculated at the stable animation frame position in
the HLLEM format. However, for some unstable animation
frame positions, the calculation results do not converge to a
steady state. Figure 4 shows the essential characteristics of
the one-dimensional “carbuncle” phenomenon. In the un-
stable case, intermediate states within the animation frame
structure oscillate and enter an approximate limit cycle. +e
HLLE format gives similar results and is not shown for
clarity.

It is worth noting that Ismail and Zaide use Roe format
as an example to illustrate the unstable characteristics of the
one-dimensional “carbuncles” problem. For Godunov-type
formats, especially those with minimal dissipation at ani-
mation frames, the one-dimensional “carbuncles” problem
is a common numerical anomaly.

3. Motion Capture Technology and Its
Applications in Film and
Television Animation

In the motion capture system, the production process of film
and television animation performance is shown in Figure 5.

i

j

M0 ishock=12+ε

Figure 2: Computational grid and initial conditions for the quasi-
one-dimensional (1.5D) steady-state animation frame problem.
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+e first is to use 3D modeling software to carry out
digital modeling design according to the script design, so as
to design the required animation model. Second, when the
performer is performing, the video capture card is used to
capture the action, so as to obtain the data of the performer,
and then drive the animation model of the computer, thus
generating the animation sequence. In the real film and
television animation production process, the data captured
by motion are often difficult to provide continuous control
of the entire motion. In addition, motion capture is also a
high-cost and time-consuming technology, and it is im-
possible for the performer to perform exactly as the artist
imagined, so the data that can be used are only segments.
+erefore, the animator has an important responsibility
throughout the production process to match the captured
data with the designed plot and synthesize it. After

completing the preliminary processing work, model driving
can be carried out. After that, with the help of the model
created by the 3D modeling software used at the beginning,
the animation is synthesized to form the final film and
television animation work.

+e essence of the data processing process is to use a
certain algorithm to filter out the noisy data, repair the
missing data, and identify the topological structure rela-
tionship between the scattered points in space so that they
become ordered points. In this way, attribute information is
added to each point, and finally, it becomes complete and
useable human motion data, which can be converted into a
general motion data format. +e scattered data processing
algorithm based on template rigid structure matching
proposed in this paper completes the data processing task
through a series of processing procedures. +e data
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Figure 3: Animation frame profile calculated in HLLEM format (M0� 6.0, ε� 0.5). (a) Mach number distribution curve. (b) Residual value
convergence curve.
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processing algorithm flow is shown in Figure 6. +e main
steps include point cluster clustering, rigid structure
matching, motion trajectory tracking, topology verification,
and AR model-based missing point prediction.

+e algorithm in this paper mainly includes two
stages: training and testing.+e algorithm flow framework
is shown in Figure 7. In the training phase, we first
construct a 3D stereo image dataset for preproduction
animation scenes. Afterward, subjective experiments are
performed on the stereoscopic image pairs of scene frames
in the dataset to obtain the MOS values (the “average
evaluation score”) of visual comfort and stereoscopic
perception, respectively. For the entire scene, we extract
the global visual comfort evaluation features, use the SVR
method to establish the mapping relationship between the
global visual comfort evaluation feature parameters and
the visual comfort score, and obtain the visual comfort
evaluation model. After that, we select the region of in-
terest, extract the stereoscopic evaluation features of the
region of interest, use the SVR method to establish the
relationship between the stereoscopic evaluation features
of the region of interest and the stereoscopic score, and
obtain a stereoscopic evaluation model. In the testing
phase, by extracting the global visual comfort evaluation
features of the input stereo image pair and the stereo-
scopic evaluation features of the region of interest and
using the evaluation model obtained by training, the vi-
sual comfort score and the stereoscopic score of the
output animation scene are finally calculated.

+e system structure is improved by improving the al-
gorithm, the system is verified, and the system structure and
performance are quantified, as shown in Figures 8 and 9.

+rough the verification of motion capture and ani-
mation production effect, it can be seen that the film and
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Figure 7: +e overall process of evaluation for the preproduction of 3D stereo animation realized by the evaluation model in this paper.
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television animation system based on motion capture
technology proposed in this paper can effectively promote
the improvement of the animation production effect.

4. Conclusion

Motion capture technology plays a very important role in the
production of film and television animation and the two
complement each other. It can also be said that motion
capture technology is also a technology that emerged and
developed on the basis of the huge demand for film and
television animation production. With the advancement of
science and technology, the application of this technology is
more extensive, involving many fields such as film and
television, multimedia, and games. It is precisely because of
the application of this technology that the workload of
traditional manual editing in the animation creation process
is reduced. +is paper combines motion capture technology
to construct a film and television animation production
system to improve the production effect of modern film and
television animation. +rough the verification of motion
capture and animation production effect, it can be seen that
the film and television animation system based on motion
capture technology proposed in this paper can effectively
promote the improvement of the animation production
effect.
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