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Rural tourism is the purpose of vacation tourism, which is an important support for rural economic development. Neural network
algorithms are the second way to simulate human thinking. �e purpose of this paper is to obtain bene�ts and diversify risks
through dynamic simulation analysis and comprehensive quantitative analysis based on the neural network algorithm, so as to
improve the core competitiveness of rural tourism.�is paper �rst designs the neural network algorithmmodel, then analyzes the
dynamic simulation model and comprehensive quantitative analysis, and then uses the arti�cial neural network algorithm to
analyze and predict the core competitiveness of rural tourism. �e results con�rm the e�ectiveness of the algorithm. Under the
demand forecast of the core competitiveness of rural tourism, using the arti�cial neural network algorithm, taking city A as an
example, the number of tourists in rural tourism in city A from 2017 to 2021 was analyzed. �e year with the largest number of
people is 2021, with 2,586,000 people, and the year with the largest growth rate is 2019, with 2,576,900 people, a growth rate of
24.16%. Comparing the experimental data of each group, the results show that the algorithm has high e�ciency in solving
problems and also con�rms the scienti�c validity of the algorithm.

1. Introduction

With economic development, people’s living standards have
improved, local market conditions have changed, and
market competition has become �erce. Enterprises need to
use the market e�ect to be strengthened. In order to ef-
fectively occupy the market, enterprises need to enhance
their core competitiveness. We fully investigate the in�u-
encing factors related to the core competitiveness of rural
tourism and provide a theoretical basis for enhancing the
core competitiveness of enterprises in the �eld of rural
tourism. �e neural network has successfully solved various
problems in daily production and life, and achieved good
results. In today’s diversi�ed development of tourism, the
research on the �eld of rural tourism has important guiding
signi�cance for the development of rural tourism.�e neural
network algorithm has few constraints on the problem to be
solved, so its application range is very wide.

�e arti�cial neural network algorithm is applied to the
research on the core competitiveness of rural tourism. In
other applications, arti�cial neural network algorithms are
often compared with machine algorithms to analyze the
advantages of arti�cial neural networks in this �eld. �is
article is dedicated to digging deeply into the internal
characteristics and advantages of arti�cial neural network
algorithms, and to �nd out the similarities between arti�cial
neural network algorithms and the core competitiveness of
rural tourism. �e characteristics of the algorithm are used
to simulate the core competitiveness of rural tourism, and a
more advantageous dynamic simulation model and com-
prehensive quantitative evaluation are obtained. �e inno-
vation of the article is as follows: when analyzing the core
competitiveness of rural tourism, the arti�cial neural net-
work algorithm (that is, feedforward neural network and
feedback neural network two types of algorithms) is used to
analyze the core competitiveness of rural tourism. �is
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softens the evaluation of the dynamic simulation model and
the comprehensive quantitative model, so as to accurately
obtain various influencing factors that are the core com-
petitiveness of rural tourism.

2. Related Work

In recent years, with the improvement of economic level,
people’s living standards have also risen, and more and
more people are pursuing quiet, stable, and healthy travel.
Yang investigated the morphological and social evolution
of rural communities from the perspective of tourism, and
analyzed their driving factors [1]. (rough Zhang’s re-
search, the impact of tourism on traditional villages is a
hot topic. (e study concluded that there have been
significant socioeconomic improvements in rural areas
[2]. From the research of Zyrianov, the theoretical
structure of economic and leisure geography is deter-
mined, which can reflect the specific situation of regional
rural tourism. Research has shown that an increase in
research in this area has contributed to recourse to the
economic category [3]. From Rosalina’s research, he ex-
pands on previous literature by investigating the defini-
tion of rural tourism and the challenges it faces in
developed and developing environments [4]. In Ye’s view,
providing unforgettable experience is the essence of
tourism and is regarded as a core aspect of a destination’s
competitiveness under the experiential marketing para-
digm. Taking rural tourism as the research background, a
theoretical model is proposed in which memory is gen-
erated through ordinary and extraordinary experiences,
which in turn affects word of mouth [5]. According to the
above content, the research content of scholars has not
been based on the neural algorithm to study rural tourism,
and the research of the neural network algorithm in this
field still has certain defects. Next, the core competi-
tiveness of rural tourism will be comprehensively ana-
lyzed and evaluated based on the neural network
algorithm.

With the development of economy, more scholars began
to study neural network algorithms. For Yang’s research, he
used the hash algorithm to map high-dimensional image
features into binary code strings, which solved the problems
of large storage space, high feature dimension, and low
retrieval efficiency in traditional image retrieval algorithms
[6]. (rough Li’s research, the main structure and workflow
of the autoencoder model are introduced, and the progress
of the autoencoder model in artificial neural network al-
gorithms is summarized using various types of data. Finally,
the challenges and prospects of autoencoder models are
discussed [7]. (e experimental results of Zhang’s research
show that his proposed algorithm has better discriminative
power than existing methods [8]. Dang used the deep belief
neural network algorithm to design and the in-depth
analysis of the sport venue operation risk early warning
model. Compared with spatiotemporal graph convolutional
neural networks, deep belief neural networks use different
feature information [9]. From the content of Ramadhani’s
research, it can be understood that the methods used in his

research are descriptive and qualitative data collection
methods [10]. (erefore, the use of the neural network al-
gorithm has a certain positive significance for the dynamic
simulation model and comprehensive quantitative evalua-
tion of the core competitiveness of rural tourism. However,
the shortcomings of these studies are that they have not
properly dealt with the issues related to the core competi-
tiveness of rural tourism, and have not summarized dynamic
simulation analysis and comprehensive quantitative
evaluation.

3. Dynamic Simulation and Comprehensive
Quantitative EvaluationMethodBasedon the
Neural Network Algorithm

3.1. Core Competitiveness of Rural Tourism. Rural tourism is
a rural tourism model with the purpose of vacation tourism,
the destination of rural areas, and the premise of no dis-
turbance and no ecological damage [11]. (e classic scene of
rural tourism is shown in Figure 1.

Different from other tourism modes, rural tourism has
the following unique (Figure 2) characteristics:

(1) (e supporting facilities are simplified and natural
[12]. Because the purpose of tourists participating in
rural tourism is to get rid of the hustle and bustle of
big cities and return to the most natural and simple
way of life.

(2) Rural tourism has strong local characteristics. Since
the destination of rural tourism is in the countryside,
the local residents are the inheritors of the local
culture, and their way of life has a simple folk
customs. Tourists participate in rural tourism to feel
their local customs.

(3) (e diet is healthy and natural without additives.
One of the purposes of rural tourism is to taste the
most original taste of food. Experiencing green and
healthy food is also a feature that other tourism
modes do not have [2].

3.2. Dynamic Simulation and Comprehensive Quantification
of the Artificial Neural Network

3.2.1. Artificial Neural Network. (e artificial neural net-
work (ANN) algorithm is an abstract simulation of several
basic features of the human brain or natural neural network.
We analyze a large number of evaluation indicators and
influencing factors to find out the existing laws. (e neural
network models can be divided into two categories: the first
type is a forward network without information feedback. Its
neurons receive the input of the previous layer and output to
the next layer without feedback. (e second type is an
interconnected network with information feedback. All
nodes are computing nodes, which can receive input and
output to the outside world [4, 13].

(e feedforward neural network consists of input layer,
hidden layer, and output layer. (e typical structure of the
feedforward neural network is shown in Figure 3.
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A single-layer neural network is the simplest artificial
neural network. (ere is only one output layer, and the
output value of the output layer can be obtained by mul-
tiplying the input value by the weight value. Bringing one of
the neurons into the discussion, the transformation rela-
tionship between its input and output is as follows:

xk 

n

i�1
Wkixi − Lk

yk � F xk(  �
1, xk ≥ 0

0, xk < 0
.

(1)

Figure 1: Village tourism map of a typical township.

Figure 2: Unique country cuisine.
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Among them, Wki is the connection weight from xi to
yk, and the output yk (k� 1,2, ..., m) is the classification
result by feature [14].

(e multilayer neural networks consist of an input layer,
one or more intermediate layers, and an output layer. (e
transformation relationship of the multilayer neural net-
work is as follows:
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Among them, i � 1, 2, . . . nq; j � 1, 2, . . . , nLq−1; q � 1, 2
, . . . , Q; and xk are the input quantities, yk is the output
quantities, and t

(q)
i is the change values of the output

quantities.

3.2.2. Output Layer. Each neuron in the output layer is as
follows:
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3.2.3. Hidden Layer and Input Layer. For a neuron j in layer
k, (k≤K − 1), and when k � K − 1, there is the following
formula:
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where i � 1,2, ... nk−2 and j � 1,2, ..., nk−1. When selecting the
nodes of the hidden layer, if the node data are reasonably
selected, the functional effect of each node is not the same, so
the output value will also change with the different exper-
imental samples. Based on this idea, let yk

mn be the output
value of the hidden node m of the k th layer when learning
the n th sample, yk

m be the average output of the hidden node
m after learning the x th sample, and x be the total output
value of the sample; therefore,
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Definition 1. (e correlation between hidden nodes m and j

in the same layer is as follows:
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In the above formula, Rk
mj represents the output cor-

relation degree of nodes m and j in the k hidden layer, and
the larger the value of Rk

mj, the more overlapping the
functions of nodes m and j.

Definition 2. (e sample dispersion S is as follows:

S
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. (7)

Among them, the smaller the numerical result of Sk
m is,

the smaller the change in the output value of the implicit
node m is.

For the feedforward neural network, there are differences
in the data transmitted by neurons, and the learning algo-
rithm and network structure are also different. (e BP
network algorithm is a refined part of the feedforward neural
network algorithm [15].

Taking the BP network model of the structure M-O-N as
an example [16, 17] (whereM is the number of nodes in the
input layer, N is the number of output nodes, and O is the
number of nodes in the hidden layer), the BP network
structure diagram is shown in Figure 4.

Element a and element A in Figure 4 represent the input
value and output value of the BP neural network,
respectively.

According to Figure 4, the actual output of the BP neural
network can be obtained as follows:

λn � f An · ρ(  � f 
o

o�1
Anoρo

⎡⎣ ⎤⎦, m � 1, . . . N. (8)

(e output of the hidden layer is as follows:

ρo � f ao · σ(  � f 
M
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Among them, the input vector is σi 
i

i�1 ⊂ θ
M, the ex-

pected output value is Oi 
i

i�1 ⊂ θ
N, and the actual output is

λi
 

i

i�1 ⊂ θ
N. λn is the actual output value, and ρo is the

hidden layer output value. (e error function is defined as
follows:

input middle output

Figure 3: Multilayer feedforward neural network.
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Among them, A and a are the learning processes of the
matrix, C is the error function, the determination of the
weight matrix should be that the error function of C(A, a)

reaches the minimum value, and the variable of the current
weight value Ano is as follows:

ΔAno � −η
zC

zAno

� η
i

i�1
Q

i
n − λi

n f′ h
i
n ρi

o � η
i

i�1
Δi

nρ
i
o.

(11)

Among them, a is the variable of the current weight,
η> 0 is the learning rate, and
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(is is the linear input from the hidden layer part to the n

output unit.
For the second type of the feedback neural network,

there may be connections between any two neurons in the
network, including the feedback from neurons to them-
selves. A typical structure of it is shown in Figure 5 [18].

(e structure of the total feedback neural network is
more complex. In practical applications, it is simplified and
some important functions are retained, so there is a partial
feedback neural network, as shown in Figure 6.

According to Figure 6, the following relationship can be
obtained as follows:

cj(t + 1) � acj(t) + xj(t). (14)

Among them, a is the feedback strength; in general,
a< 1; and formula (14) can be derived as follows:
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It can be seen that the output of the connection part is
the sum of the past averages of xj(t), and the closer a is to 1,
the longer it extends to the past.

3.2.4. Dynamic Simulation. Dynamic simulation is the use
of dynamic models to represent systems whose states change
over time. (e characteristics of the recognition system are
based on the partial feedback neural network, and its input
value only contains the current actual input value, but not
the past input and output values. (e dynamic character-
istics of the system are all contained in the own structure of
the partial feedback neural network. Details are as follows:

ym �
ym−1

1 + y
2
m−1

+ V
3
m−1. (16)

(e tested signals are as follows:

V(m) � sin
2πm
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10
 . (17)

Among them, ym is the model taken by the research
object, and the input signal selected in formula (17) is the
randomly distributed data on [−2, 2].

3.3. Comprehensive Quantitative Evaluation Method of Ar-
tificial Neural Network. (e comprehensive quantitative
evaluation method uses the viewpoint of system theory.
When evaluating, both the opinions of the masses and the
ideas of leaders should be taken into account [19]. It is
necessary to compare both vertically and horizontally, so as
to comprehensively assess a method of employees.

(e diversification index analysis method, the industrial
structure location entropy analysis method, and the dynamic
deviation-share analysis method are all refinements of the
comprehensive quantitative evaluation method [20].

3.3.1. Diversification Index Analysis Method. (e diversifi-
cation index analysis method (DIAM for short) includes the
original diversification index and the accurate diversification
index. (e difference between the two is that the former is
inversely proportional to the degree of comprehensive de-
velopment, while the latter is directly proportional. (e
formula for calculating the original diversification index is as
follows:

My �  n1 + n1 + n2(  + n1 + n2 + n3(  + · · · · · ·

+ n1 + n2 + · · · · · · + nx( .
(18)

Among them, n1, n2, n3, . . . , nx represents the proportion
of foreign exchange income of each sector, and
n1 > n2 > n3 > · · · > nx, n1 + n2 + n3 + · · · · · · + nx � 100%.

(e formula for calculating the exact diversification
index is as follows:

Mz �
My − M0

Mmax − M0
. (19)

In the above formula, M0 represents the actual mini-
mum original diversification index, and Mmax represents the
theoretical maximum original diversification index. When
an area has only one industrial sector, the original diver-
sification index reaches its maximum value, where x is the
number of industrial sectors. When a region develops a

a11

aom Ano

A11

Figure 4: BP neural network.
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relatively single industry, the accurate diversification index
becomes larger [21].

3.3.2. Industrial Structure Location Entropy Analysis Method.
(e industrial structure location entropy analysis method
(ISLEAM for short) mainly reflects the degree of speciali-
zation of production areas between regions bymeasuring the
relative degree of specialization of each region. Its calcula-
tion formula is as follows:

O �
dj


x
j�1 dj

⎡⎣ ⎤⎦ −
Dj


x
j�1 Dj

⎡⎣ ⎤⎦. (20)

Among them, O represents the location entropy of a
region j sector to a high-level area, dj represents the foreign
exchange income of international tourism of the j sector
within the region, and the foreign exchange income of in-
ternational tourism of the high-level area j sector is rep-
resented by Dj. Generally speaking, the larger the value of O,
the higher the degree of specialization of the j sector in the
region, and the stronger the comparative advantage.

4. Experimental Design and Results of the Core
Competitiveness of Rural Tourism Based on
the Neural Network Algorithm

4.1. Scheme Design of Rural Tourism Core Competition Based
on Neural Network. Taking the rural tourism in city A as an
example, there are two basic indicators that reflect the de-
mand for rural tourism: the number of tourists and tourism
income. (e development trend of rural tourism in city A is

very good, and it will soon become a pillar industry of the
economy of city A. Among them, inbound tourism is one of
the important ways to support the development of rural
tourism in city A [22]. (e basic information is shown in
Table 1.

4.2. Results of the Core Competitiveness of Rural Tourism
Based on Neural Network. We draw conclusions from
Table 1. Although the inbound tourism in city A has a
downward trend in some years, the overall development
level shows a rapid development trend. (e number of
tourist arrivals increased the most at 24.16% in 2019, and the
fastest growth in tourism revenue was 45.02% in 2019.

According to the actual situation according to the sta-
tistics of the tourism bureau of city A, the income data of
rural tourism in city A from 2017 to 2021 are shown in
Table 1. Overall, although some of these years fluctuated, the
overall trend was upward. In 2019, the income of rural
tourism was US$422,000,000. Compared with 2018, revenue
rose by $203 million, and the income ratio increased by
45.02%, which is the highest rise in city A in the five years
from 2017 to 2021. It can be seen from the table that in 2020,
both the number of tourists and tourism revenue in city A
declined. (e main reason is that the new crown pneumonia
epidemic in 2020 has had a huge impact on the tourism
industry, resulting in a 6.87% drop in revenue growth in
2020 compared with 2019 revenue growth, and a decline in
the growth rate of tourist numbers by 8.42%, showing a
negative growth rate.

(e future development of city A will show a trend of
diversity and stability. According to the statistics of the

output output output output

input input input input

Figure 5: Full feedback neural network.
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Figure 6: Partial feedback neural network.
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tourism bureau of city A, there are a wide range of occu-
pational types of tourists in city A, which are mainly divided
into office workers, students, retirees, freelancers, etc. (e
specific situation is shown in Figure 7.

(rough the statistics and data analysis in Figure 7, the
following results are obtained based on the neural network
algorithm: there are four occupations for the main tourist
personnel in city A, among which the main force is retirees
and students. Conversely, the number of students and re-
tirees is higher than the number of office workers and
freelancers, mainly because students and retirees have much
more free time than they do. (e living standards and
spending power of office workers are higher than those of
freelancers, and students and retirees have become the main
force of tourism practitioners in the city. Overall, the
number of tourists in city A fluctuates over a few years but is
generally increasing. (e main reason for the decline and
volatility in 2020 is the impact of the new crown pneumonia

epidemic on the tourism industry, which has led to fluc-
tuations in the rural tourism market in city A.

From the analysis of tourist sources, city A mainly ab-
sorbs local urban residents, rural customers from other
places, and urban customers from other places. (e specific
situation can be seen in Figure 8.

It can be seen from the above figure that in terms of the
composition ratio of tourist origins, foreign urban residents
are the main source, followed by local urban residents, and
lastly, foreign rural customers. (e main reason for the
largest number of tourists from other cities and towns is that
they live in cities all year round, seldom come into contact
with rural life, and have great interest and yearning for rural
life. (e second largest number of participants is local urban
residents, who also need to experience rural life because they
have lived in cities for a long time. During the holidays, you
can participate in rural tourism and experience rural life.
(is group of people is relatively stable, because they are

Table 1: Inbound tourism in city A from 2017 to 2021.

Years Inbound tourists (person-time) Annual growth rate (%) Tourism revenue (ten thousand dollars) Annual growth rate (%)
2017 1707000 15.56 21000.00 35.33
2018 1995000 16.87 29100.00 38.57
2019 2576900 24.16 42200.00 45.02
2020 2360000 -8.42 39300.00 -6.87
2021 2586000 9.58 41600.00 5.85
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Figure 7: Statistics of the number of occupational types of tourists in city A from 2017 to 2021.
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local urban residents and have convenient transportation.
(ey can usually drive to the countryside by themselves,
which has certain advantages over foreign tourists in terms
of time and space. While the first category of nonlocal urban
residents has an advantage in number, the scope is relatively
wide and the customers are unstable. (e third type of
tourists is the rural residents from other places. (e main
reason for the small number of tourists is that they live in the
countryside for a long time. Rural life is their daily life, and
there is no need to experience it. (e reason for going to the
rural tourism of city A is because the tourism industry in city
A is developed, and they can experience a different rural trip
in a different environment. Judging from the five-year data
from 2017 to 2021, the number of three types of tourists is on
the rise as a whole, with the highest in 2019, with a total
number of 2,576,900. (e lowest was in 2017, when the
number reached 1,707,000. (is also shows that the devel-
opment of tourism in city A is good and relatively stable, and
its core competitiveness has a certain advantage over rural
tourism competitors in other cities.

According to the analysis of the data of the tourism
situation in city A, the data from 2017 to 2021 are used to
form a sample, and then, the network training is carried out
based on the artificial neural network algorithm. (e net-
work training is carried out on the number of neurons in the
hidden layers of 4, 6, 8, and 10, respectively, and then, by
comparing the accuracy of the training results, the network
structure is finally determined to be 3-8-1.

(e process of network training is to train the samples
trained by the network in batches. After repeated calcula-
tion, when the number of training is 1178 times, the training
error between the expected output value of the output part
and the actual output value reaches the expected require-
ment (i.e., 0.001), and finally, the network training is
completed. (e threshold (as shown in Table 2) and the
connection weight value (as shown in Table 3 and Table 4)
between nodes in each layer are the main parameters of the
neural network for predicting rural tourism income in city
A.

In order to compare and evaluate the accuracy of the
neural network algorithm, the same training samples are
now used to establish a cubic curve model and an expo-
nential curve model that fit the training samples better.
Taking the forecast model of the tourist review as an ex-
ample, the simulation results and the simulation results of
the neural network rolling forecast model are compared and
analyzed, and the results are shown in Table 5.

(en, we use MAPE (absolute mean error %), R (cor-
relation coefficient), and Z (output data reliability %) to
analyze and evaluate the accuracy of the model, as shown in
Table 6.

From the data in Table 6, the neural network model
shows that the simulation effect is better than the other
models in all three parameters. It is more scientific to use the
network model to analyze the demand of rural tourism
model and compare the situation.

To sum up, according to the existing trend, the tourism
in city A will continue to maintain a stable growth rate. (e
reason is mainly considered from the internal reasons and
external factors of city A. (e reasons are mainly as follows.

4.2.1. ;e Continuous Growth of the World Economy and the
Increasing Demand for Rural Tourism. In recent years, the
annual growth rate of the world economy has been around
4%. With economic growth, the per capita income level also
increases. People’s disposable income has also increased, and
the tourism demand has further increased, so that the
tourism products of city A are continuously optimized and
more tourists are attracted to travel.

4.2.2. City A’s Own Advantages. First of all, in recent years,
the GDP of city A has rapidly grown, and the local fiscal
revenue has also rapidly increased. (e economic growth and
strong financial resources of city A have provided a solid
backing for the development of rural tourism. Second, city A
vigorously builds highways, airports, and other transportation
facilities, so that the gap between tourists in time and space is
greatly narrowed, and the development of tourism is effectively
stimulated. (ird, the rural culture of city A is strong, the rural
buildings are relatively intact, it is less affected by urbanization
and industrialization, and the green vegetation covers a large

Table 2: Hidden layer and output layer node threshold table.

Hidden layer node 1 2 3 4 Output layer node Output layer node threshold
Hidden layer node threshold 0.4346 −3.3675 −3.9011 3.6250

1 0.7877Hidden layer node 5 6 7 8
Hidden layer node threshold 1.4275 −0.4922 −1.4383 1.5266

Table 3: Connection weight table of input layer nodes and hidden
layer nodes.

Input layer node 1 2 3 4 5

Hidden layer
node

1 0.3898 −0.1529 0.3373 −0.2162 0.0124
2 0.0032 0.0005 0.0026 0.0008 0.0030
3 −0.0002 0.0003 −0.0007 −0.0002 −0.0004
4 −0.0027 −0.0007 −0.0028 −0.0009 −0.0025
5 −0.0223 −0.0050 −0.0280 −0.0127 −0.0303
6 0.0732 −0.5813 0.0998 −0.4516 0.0598
7 0.0825 0.5260 0.2393 0.6200 0.7877
8 0.7085 0.2476 0.3948 0.1437 0.3187

Table 4: Connection weight table of hidden layer nodes and output
layer nodes.

Hidden layer node 1 2 3 4
Output layer node 0.6500 0.3689 −0.3460 −0.8822
Hidden layer node 5 6 7 8
Output layer node −0.0778 0.8915 0.9160 0.9072

8 Advances in Multimedia



area, which has the advantage of developing rural tourism.
Finally, city A vigorously promotes the development of tourism
and protects the environment. Over the years, the natural
conditions have been protected and perfected, attracting a large
number of tourists. Compared with other competitors, city A
has certain advantages in the core competitiveness of rural
tourism.

4.3. Results of the Core Competitiveness of Rural Tourism
Based on the Improved Neural Network. According to ex-
perimental analysis, based on the neural network algorithm,
the core competitiveness of rural tourism can be improved.
Although it is feasible to analyze rural tourism demand
through neural network algorithms, optimization schemes
are also required in the process. First, due to the limited
number of training samples, if the accuracy of the neural
network model is to be ensured, a large amount of historical
data are required as a reference sample. However, in reality,
it is difficult to obtain suitable historical data as reference
samples at the same time due to the limitations of region,
time, space, etc., which affects the accuracy of the model to a
certain extent. (erefore, the point that this scheme needs to
be improved is to increase the number of training samples,
obtain more reference data, and conduct training to obtain a
more accurate network model. Second, the threshold and
weight in the forward and backward propagation algorithms
of the neural network model are determined. (ere is no
fixed criterion for the selection of the learning rate and the
minimum error value, and it is subject to a certain degree.
For this problem, it is necessary to improve the supervisory
conditions for model selection data to ensure the objectivity
of the data to the greatest extent. (e neural network has not
been studied much in the field of rural tourism demand, and
it is necessary to further develop the neural network com-
bination prediction model in the research on the core
competitiveness of rural tourism.

5. Discussion

(is paper is devoted to the research and design of the
optimization calculation analysis based on the neural net-
work algorithm, and it is applied to the complex analysis and

processing of the core competitiveness of the rural tourism
industry. On the basis of the existing in-depth research on
dynamic simulation and comprehensive quantitative eval-
uation, the analysis is simulated and improved, and com-
bined with the special environment of the rural tourism
market in city A, this type of analysis method is suitable for
the environment of the rural tourism market in city A. For
the research of the artificial neural network algorithm, the
whole paper starts from the most basic human brain, an-
alyzes the optimization method of the basic artificial neural
network algorithm, and improves it. It successfully com-
bined the improved dynamic simulation with the compre-
hensive quantitative evaluation and the neural network
algorithm to obtain the optimal solution of the problem.

(rough the case analysis of city A, it is shown that the
algorithm based on the artificial neural network is more
effective than the single-machine algorithm. Enterprise
leaders of rural tourism can develop different rural tourism
industries according to the geographical conditions, envi-
ronmental factors, human factors, and economic level of
different regions, so as to enhance their core competitive-
ness. By comprehensively analyzing the tourism revenue and
number of tourists in City A over the years, as well as various
tourism projects, and comparing them from both vertical
and horizontal aspects, the core competitiveness of the rural
tourism industry in City A can be greatly improved, and the
decision-making optimization of multi-project portfolios
can be achieved. In the specific practice analysis, the leaders
of rural tourism development enterprises or tourism in-
dustry formulate different rural tourism programs according
to their own preferences and goals. Rural tourism programs
with local characteristics have been developed to improve
the core competitiveness of their own enterprises. (e op-
timal solution is selected to make the most effective decision.

6. Conclusions

Conclusions after analysis are drawn that under normal cir-
cumstances, due to the improvement of per capita income level
and the increase in disposable income, the total local GDP will
also increase. First, gross local GDP will also increase due to
higher per capita income levels and increased disposable in-
come. (rough the analysis of the data, it is concluded that
along with the tourism developers, they attach importance to
the tourism industry, which is not absolute.(e income of some
cities developing rural tourism has declined, but the number of
tourists and income in the region has increased, as shown in this
case after 2019. (is requires analysis according to the actual
situation, and more detailed research and quantitative analysis

Table 5: Comparison of simulation results of different models.

Years Actual value Neural networks Cubic curve model Exponential curve model
2017 197899 200111 197637 193550
2018 199548 200488 225649 219320
2019 228699 223749 256997 248523
2020 260593 262328 291887 218616
2021 323078 322579 330539 319110

Table 6: Accuracy comparison table of simulation results of dif-
ferent models.

Predictive model MAPE R Z
Neural networks 3.738 0.9999 101
Cubic curve model 9.917 0.9960 85
Exponential curve model 9.177 0.9953 93
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of the actual situation, and amore effective core competitiveness
plan can be determined. (e case discussed in the full text is
analyzed on the basis of the combination of per capita income
and discretionary income, and the influencing factors of the
rural tourism industry are not only these two aspects. (e
selection of influencing factors in case analysis is often limited,
and in the real environment, the tourism industry faces many
influencing factors, such as local customs, food culture, traffic
factors, and government support. Such a multifaceted analysis
can better highlight the core competitiveness of rural tourism,
but of course, it will be more difficult.
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