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With the involution of pedestrian detection technology, higher requirements are put forward for the detection accuracy under the
conditions of insufficient light, target occlusion, and too small scale. Without information and multiscale pedestrian target, visible
light single-mode pedestrian detection algorithm has poor performance. To solve the above problems, a pedestrian detection
algorithm combining attention mechanism and nonmaximum suppression method is proposed in this study, aiming to improve
the accuracy of pedestrian detection. In addition, residual network ResNet-50 and IoU (intersection over union) loss function are
also adopted to improve pedestrian detection accuracy. Attention mechanism was used to optimize and highlight pedestrian area
features, and meanwhile, the nonmaximum suppression method was applied to improve the robustness of the algorithm.
Experimental results show that the detection accuracy of the proposed algorithm is significantly higher than that of the traditional
convolutional neural network algorithm.

1. Introduction

Pedestrian detection, which is a hot and difficult problem in
computer vision research and has been difficult to solve for a
long time, is gradually applied to every aspect of daily life due
to the rapid development of image processing technology
[1]. However, with the complexity and diversity of human
body posture, the problems of insufficient light and occlu-
sion are more serious. Hence, it is of great difficulty to
accurately detect pedestrians in various scenes [2]. Pedes-
trians are constantly moving in video frames or images,
resulting in different positions and attitudes of the same
pedestrian in different video frames or images. Additionally,
the influence of objective factors such as shooting or burning
will increase the difficulty of pedestrian detection as well [3].
-e force majeure such as occlusion or visual blind area in
the picture makes pedestrian detection become a very se-
rious and time-sensitive problem in computer vision and has
become a continuous topic and hot spot related to traffic and
safety [4]. -rough pedestrian detection, researchers can

make use of real-time detection and high recognition rate to
accurately obtain the pedestrian detection situation in the
region. -en, on this basis, the relevant analysis and pro-
viding traffic protection can be explored, and also, mathe-
matical statistics is applied to estimate and forecast [5].
Pedestrian detection methods based on various situations
and directions emerge one after another on account of the
advent of pedestrian detection. Among them, pedestrian
detection methods based on machine learning gradually
occupy the mainstream field and continue to be optimized.
In this method, pedestrian feature classifier can be estab-
lished by the matching feature extraction model, so as to
achieve the purpose and result of pedestrian detection [6].

-e main problems of pedestrian detection are as fol-
lows. (1) Local occlusion will greatly reduce the amount of
information required for detection, leading to missed de-
tection [7]. (2) It is difficult to extract features with strong
discrimination from small-size pedestrians, leading to un-
satisfactory detection results. Presently, most of the frontier
pedestrian detection research work is based on deep

Hindawi
Advances in Multimedia
Volume 2022, Article ID 8940743, 9 pages
https://doi.org/10.1155/2022/8940743

mailto:pan_duo72@sina.com
https://orcid.org/0000-0003-3004-1623
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/8940743


learning. Researchers proposed a multiscale pedestrian
detection method so as to better detect different pedestrian
instances with large size differences [8]. MS-CNN [9]
proposed to obtain regional proposal frames on multiple
feature maps of different scales and introduced context
information into detection features to assist in improving
detection effects. SA-Fast R-CNN [10] introduces multiple
subnetworks to detect pedestrian instances of different scales
and then selects the detection result of the subnetwork with
the largest response as the final detection result.

Some methods improve pedestrian detection via intro-
ducing semantic segmentation tasks. F-DNN+SS [11] uses a
single shot multibox detector (SSD) [12] as a basic detector
to find candidate pedestrian instances. -en, semantic
segmentation network is introduced to correct the detection
results obtained by SSD. -e final result is corrected by
calculating the overlap rate of the mask obtained by the
prediction box and the semantic segmentation module. -e
method proves that the effect of pedestrian detection can be
improved by introducing the semantic segmentation
module. SDS-RCNN [13] adds semantic segmentation tasks
in the stage of candidate region generation and candidate
region classification. During training, joint optimization is
carried out to enhance the feature expression in the network
and make the detection of occlusion pedestrians more ro-
bust. FRCN+A+DT [14] firstly added semantic segmen-
tation branch in the region proposal stage of faster R-CNN
[15] to improve the quality of the proposal frame. -en, in
the detection stage, feature transformation is learned so that
pedestrians and nonpedestrians can be better distinguished,
so as to deal with occlusion.

Attention mechanism has also been adopted by re-
searchers to deal with occlusion, thus improving pedestrian
detection quality. -e faster R-CNN+ATT [16] probe uses
attention mechanism to weight different convolutional
feature channels to deal with local occlusion of pedestrians.
SSA-CNN [17] integrates semantic segmentation features as
self-attention into the two stages of regional proposal and
classification to improve the robustness of occlusion pe-
destrian detection.

In addition, RPN+BF [18] combined with the advan-
tages of deep learning and machine learning proposed that
faster R-CNN region proposal network should be first
employed to generate candidate boxes. -en, depth features
are extracted from the convolutional layer of the backbone
network. Finally, the random forest method is exploited to
classify the obtained features. Instead of using only a single
frame image as input, Zelenov et al. [19] use time-consistent
information in the video to improve pedestrian detection
results. -is method iteratively searches the corresponding
part of the covered pedestrian in the current frame in the
adjacent frame to form temporal tube and then performs
adaptive weighting on the features from the temporal tube.
-en, it gathers to the current frame to enhance the feature
representation of the blocked pedestrian in the current
frame.

Although there have been some good research
achievements in pedestrian detection, the problems of local
occlusion and small target size still deserve further

discussion. In this study, the innovations and contributions
of it are listed below.

(1) A pedestrian detection algorithm combining deep
residual network and attention mechanism is pro-
posed. -e algorithm includes three aspects: algo-
rithm model modification, attention-attracting
mechanism, and nonmaximum suppression (NMS)
technology.

(2) -e branches of two complete convolution layers are
used to predict the pixel-level boundary boxes and
confidence scores, respectively. Meanwhile, IoU loss
function optimization network is introduced to
improve the accuracy of pedestrian detection.

(3) In the deep residual network, the attention mecha-
nism is used to improve the algorithm’s ability to
understand complex scenes, reduce the interference
of useless information such as occlusion and density,
and achieve accurate extraction of effective target
information for pedestrians. Finally, the non-
maximum suppression technique is utilized to im-
prove the performance of the algorithm.

-e structure of this paper is listed as follows. -e
recommendation algorithm proposed in this study is de-
scribed in Section 2. Section 3 focuses on the experiment and
analysis. Section 4 is the conclusion.

2. TheRecommendationAlgorithmProposed in
this Paper

2.1. Related Knowledge

2.1.1. Residual Network. In traditional convolutional
neural networks, multilayer features become more
abundant with the superposition of network layers.
-erefore, the deeper the network layer is, the better the
image processing effect is. Nevertheless, the simple su-
perposition network will cause the problem of gradient
disappearance and hinder the convergence of the model.
Initialization and regularization can ensure the conver-
gence of tens of layers of networks. However, in the deeper
network, the effect becomes worse when the accuracy
reaches saturation.

In view of the above situation, ResNet [20] introduces re-
sidual learning to solve the problem that deep network is difficult
to optimize, and its module structure is shown in Figure 1. Let
Wc(F) � σ(M1(M2(Fc

avg)) + M1(M2(Fc
max ))) represent the

optimal mapping and use stacked nonlinear layers to fit another
mapping Wc(F) � σ(M1(M2(Fc

avg)) + W1(M2(Fc
max ))).

-en, the optimal mapping can be expressed
as Wc(F) � σ(M1(M2(Fc

avg)) + M1(M2(Fc
max ))). Residual

mapping adds fast connections to feedforward networks and
performs simple identity mapping. In this way, no additional
parameters and computational complexity are added, and it is
easier to optimize than the original mapping [21].

-e normal directly connected convolutional neural
network is quite distinguished from ResNet, which has a
bypass feeder that connects the feeder directly to the
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subsequent layer, allowing the subsequent layer to learn the
residual directly. -is structure is also known as direct
connection or skip pass. In the traditional convolutional
layer or full connection layer, there is more or less the
problem of information loss in the process of information
transmission. ResNet solves this problem to a certain extent.
-e integrity of information by passing input information
directly to output is protected. -e whole network only
needs to learn input and output differences, simplifying the
learning goal and difficulty.

2.1.2. IoU Loss Function. For each pixel (x, y) in the image,
the bounding box of the true value can be defined as a 4-
dimensional vector. it, ib, il, ir represent the distance between
the current pixel position (x, y) and the upper and lower
boundaries of the true value. Comments (x, y) are omitted
for simplicity of calculation. -erefore, the predicted
boundary box is defined as Wc(F) � σ(M1(M2(Fc

avg))+

M1(M2(Fc
max ))).

IoU is the intersection ratio between the prediction box
and the real box, and the loss function of IoU is

IoUloss� −ln
Intersection(Prediction,Groundtruth)

Union(Prediction,Groundtruth)
, (1)

where Prediction indicates the predicted value, Ground
truth is the true value, Intersection means intersection, and
Union means intersection.

2.1.3. AttentionMechanism. At present, the most commonly
used attention mechanisms in image processing include
channel attention mechanism and spatial attention
mechanism.

(1) Channel Attention Mechanism. Channel attention
mechanism pays more attention to the channel information
of image input and extracts the accuracy of feature classi-
fication through feature extraction of channel information.
-e channel attention module firstly carries out maximum
pooling and average pooling, respectively, for the spatial
dimension compression of the input feature graph
Wc(F) � σ(M1(M2(Fc

avg)) + M1(M2(Fc
max ))), where C

represents the number of channels in the input feature graph
and H and W represent the length and width of the feature
graph. -en, the channel attention map is calculated by
sharing multilayer perceptron (MLP). Finally, activation
function sigmoid is used for output, and channel attention
feature graph Wc(F) � σ(M1(M2(Fc

avg))+ M1(M2(Fc
max )))

is obtained [22]. Its network structure is shown in Figure 2.
And its calculation equation is where F is the input feature,
Fc
avg and Fc

max represent average pooling and maximum
pooling, respectively, and M1 and M2 represent the weights
of two layers in a multilayer perceptron.

Wc(F) � σ M1 M2 F
c
avg   + M1 M2 F

c
max( (  , (2)

(2) Spatial Attention Mechanism. Spatial attention
mechanism mainly focuses on the location information of
the target in the image and selectively aggregates the features
of each space through the weighted sum of spatial features.
Input feature graph Fs � 1/Cx∈CF(x) + maxx∈CF(x), and
performmaximum pooling and average pooling successively
for the input features, as shown in equation (3). -en, it is
processed by 7∗ 7 convolution kernel and sigmoid activa-
tion function, as shown in equation (4). Feature
Fs � 1/Cx∈CF(x) + maxx∈CF(x) of spatial attention
weight is obtained, and its network structure is shown in
Figure 3:

Fs �
1
C


x∈C

F(x) + maxx∈CF(x), (3)

WS � σ f
7×7

Fs(  . (4)

2.1.4. Nonmaximum Suppression Method. For detection
tasks, the nonmaximum suppression (NMS) algorithm is a
postprocessing algorithm for redundancy removal of de-
tection results. Greedy clustering is performed based on a
fixed distance threshold. -at is, the detection results with
high scores are greedily selected and the adjacent results
exceeding the preset threshold are deleted to achieve a trade-
off between recall rate and accuracy. IoU loss function was
used to extract all pedestrian detection frames within the
threshold. -e above detection frames are sorted according
to their scores, and the one with the highest scores is se-
lected. -en, how much the other boxes overlap with the
current box is calculated. If the degree of overlap is greater

Convolution layer

Convolution layer

Input i

i
F (i) �e activation layer

�e activation layer

F (i)+i +

Figure 1: -e residual network structure.
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than a certain threshold, it will be removed, since there may
be several high-scoring boxes in the same pedestrian, but
only one is needed. -e equation for NMS is as follows:

sx �
sx, IoU N, ix( <T,

0, IoU N, ix( ≥T,
 (5)

where N represents the box to be processed which is the
boundary box with the highest score. -e candidate window
that overlaps with N is ix. -e score of the window whose
overlap degree IoU is less than the threshold T is reserved;
the score of the window whose overlap degree IoU is greater
than the threshold T is set to 0.

2.2. Pedestrian Detection Algorithm Based on Deep Residual
Network. In view of the existing problems in pedestrian
detection, such as dense pedestrians, insufficient light, and
wearing masks, this study uses ResNet-5 as the backbone
network and attracts attention mechanism and NMS opti-
mized detection method.

2.2.1. Improvement of Deep Residual Network. -e network
structure of the backbone network RESNET-50 is designed
to obtain deeper image parameters, of which the network
structure is shown in Figure 4.-e input image is passed into
the residual block after the first convolutional pooling. In
each subsequent stage, Conv +Batch operation is required,
namely, Conv Block, which then passes through multiple
identity blocks with the same input and output dimensions.
After the convolution from stage 2 to stage 5, the flatten layer
is passed to compress the data into a one-dimensional array
through a 7∗ 7 average pooling layer (AVG Pool), and then,
it is connected with the full connection layer.

-is study removed the full connection layer in
RESNET-50. At the same time, two full-volume base

branches were added to predict pixel-level boundary boxes
and confidence scores, respectively, as shown in Figure 5.

As can be seen from Figure 5, a convolution layer is
added at the end of resNET-50 phase 4.-e step size is 1 and
the kernel size is 512∗ 3∗ 3∗ 1. -en, linear interpolation is
carried out to adjust the feature map to the original image
size. Finally, a channel feature map with the same input
image size is obtained after the element map is aligned with

Image
characteristics

Biggest pooling

MLP
share weights

Channel
attention output

Average pooling

Figure 2: -e channel attention structure.

Biggest
pooling

Average
pooling

Convolution
Spatial

attention outputImage
characteristics

Figure 3: -e spatial attention structure.
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Figure 4: ResNet-50 network architecture.
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the input image. An S-shaped cross entropy loss is used to
generate a confidence heat map.

In order to predict the bounding box heat map, the
convolution layer was added at the end of resNET-50 stage 5,
whose core size was 512∗ 3∗ 3∗ 4. As in stage 4, the feature
map is adjusted to the original image size and aligned with
the input image. In addition, the ReLU [23] layer is inserted
to ensure that the boundary box prediction is nonnegative,
and the prediction boundary is optimized with the IoU loss
function. -e weighted average of the two branch losses is
the final loss.

-e confidence branch at the end of resNET-50 phase 4
is connected. Since the bounding box for IoU loss calculation
is a whole, the bounding box branch is inserted at the end of
stage 5. -erefore, a larger visual field of perception is
needed, and the boundary box of the object can be predicted
intuitively from the confidence heat map. In this way,
bounding box branching is regarded as a top-down strategy
that abstracts bounding boxes from confidence heat maps.

2.2.2. Introduction of Attention Mechanism. Attention
mechanism in convolution block of network structure is
introduced in this study. Given an intermediate feature
graph, enter I ∈ RC×H×W. -e trunk consists of two groups
of residual units. -e branch is composed of a group of
residual units, channel attention module, and spatial at-
tentionmodule.-e intermediate feature map first generates
a one-dimensional channel attention diagram MC ∈ RC×1×1

through channel attention module. -en, two-dimensional

spatial attention force Ms ∈ Rl×H×W is generated through
spatial attention module. In the figure, ⊗ is the multipli-
cation of the corresponding matrix elements. When the
channel attention modules are multiplied, the one-dimen-
sional channel attention force is first expanded to
MC ∈ RC×H×W and then multiplied. When multiplying the
spatial attention modules, the two-dimensional spatial at-
tention force is also expanded to Ms ∈ RC×H×W along the
channel dimension before multiplying.

-e above process can be regarded as the combination of
channel and spatial attention learning. -e maximization of
mutual information between levels is realized, which leads
the model to learn more significant pedestrian-related in-
formation in iterative training.

2.2.3. Overall Network Structure. Figure 6 shows the overall
network structure of pedestrian detection and applies the
attention mechanism to the entire residual network. -e
useful information of images is made to flow effectively in
the network, the useful information of key parts of pedes-
trians is captured, the detection ability of covered pedes-
trians is improved, and the pedestrians with confidence and
heat maps of boundary boxes are accurately located. -e
ellipse was used to fit the pedestrian on the threshold
confidence heat map. Since the pedestrian ellipse was too
rough to locate the object, the center pixels of these pe-
destrian ellipses were further selected and corresponding
boundary boxes were extracted from these selected pixels.

2.2.4. Nonmaximum Suppression Algorithm. -e non-
maximum suppression algorithm (NMS) calculates the area
of each detection frame and sorts it according to the score.
-en, calculate the checking-union ratio between the
remaining checking-union ratio and the checking-union
ratio with the current maximum score and delete the
checking-union ratio greater than the set threshold. Repeat
the above process until the candidate detection frame is
empty and finally get the best pedestrian detection frame.

3. Experimental Results and Analysis

-is study studies the algorithm based on PyTorch deep
learning framework. -e deep learning platform is
PyTorch0.4, the compilation environment is PyTorch4.0,
and the operating system is Ubuntu18.04. -e hardware
platform is Dell T7810 workstation, with Intel E5-2620
(2.1 GHz) CPU, 16GB memory, and Nvidia Quadro P4000
GPU. In this experimental environment, the detection speed
of this study reaches 20 frame/s, which has a certain real-
time performance.

In order to analyze and compare the algorithm in this
study with other algorithms, PASCAL VOC2007, INRIA,
and KAIST datasets are selected as experimental datasets.
-e VOC2007 dataset containing pedestrians was used as
the training set. INRIA and positive sample images from
INRIA dataset were used as test sets. -e positive samples in
the test set were used as validation sets.

�e input image
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Figure 5: Confidence and prediction branches in deep residual
networks.
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3.1. Experimental Parameter Setting. -e initial learning rate
was set as 0.001. With the increase of training rounds, the
learning rate was reduced to 0.0001 to approach the optimal
solution of the model. As the default anchor size of the
algorithm in this study is obtained, it is not applicable to
pedestrian detection task. Pedestrian targets are mostly long
and narrow individuals. In this study, anchor points with
dimensions of [48,157][34,104][84,50], [27,80][26,63]
[25,40], and [18,54][16,44][13,24] were obtained by clus-
tering algorithm as large, medium, and small pedestrian
target detection frames.

3.2. Comparison of Experimental Results of Different Fusion
Strategies. -e experimental results of the accuracy com-
parison of different fusion strategies are shown in Table 1.
Spinello and Siegwart [24] represent the direct fusion
method commonly used by other multimodal pedestrian
detection algorithms. In [25], an unimproved deep residual
network detection method is represented. -is study pres-
ents a pedestrian detection algorithm combining attention
mechanism and nonmaximum suppression method.

As can be seen from Table 1, the proposed method
combining deep residual network and attention mechanism
in this study has great performance improvement, and at-
tention mechanism is helpful for multimodal pedestrian
detection task.

Part of the detection effect in the daytime is shown in
Figure 7. -e top row is the direct fusion detection results
commonly used by other multimodal pedestrian detection

algorithms, and the bottom row is the detection results of
this algorithm. -e rectangle in the figure is the detection
result box, and the ellipse is the missed pedestrian target.-e
targets in Figure 7, which are difficult to detect due to their
small size and mutual occlusion, are accurately detected.
Experiments show that the proposed algorithm can improve
the performance of pedestrian detector by integrating deep
residual network and attention mechanism.

-e comparison between the proposed algorithm and
other pedestrian detection algorithms based on the fusion of
visible and infrared light is shown in Table 2, among which,
the results of other comparison algorithms come from
[26–28]. As can be seen from Table 2, the accuracy of the
proposed algorithm is improved and compared with the
comparison algorithm, and the speed of the proposed al-
gorithm has a great advantage over algorithms with similar
accuracy.

3.3. Comparison of Experimental Results with Single-Mode
Pedestrian Detection Algorithm. Nguyen et al. [29] only use
visible light for pedestrian detection algorithm. In the face of
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Figure 6: Network structure of deep residual network.

Table 1: -e experimental results compared with different fusion
modules.

Methods All day Day Night
Literature [24] 82.67 83.29 82.13
Literature [25] 90.37 90.11 90.48
Proposed 92.58 93.26 91.49
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insufficient illumination, some scholars preprocess low-il-
lumination images by means of exposure enhancement.
McDonald et al. [30] use an algorithm for pedestrian de-
tection after image exposure enhancement. -e pedestrian
detection algorithm combined with attention mechanism
and nonmaximum suppression method in this study is
compared with the above two algorithms, and the results are
shown in Table 3.

As can be seen from Table 3, the visible light single-mode
pedestrian detection method has advantages in speed.
However, it is not as accurate as the algorithm in this study,
especially at night, and its performance is poor. After the
preprocessing of image exposure enhancement, the accuracy
of the algorithm is improved, whereas, the accuracy is lower
than that of the proposed algorithm.

4. Conclusion

With the further application of pedestrian detection tech-
nology, the accuracy and speed of pedestrian detection are
required. In the real scene, the background load of pedes-
trian detection is changeable, and furthermore, various
problems, such as insufficient illumination, target occlusion,
and too small scale, often occur. -erefore, a pedestrian
detection algorithm combining attention mechanism and
nonmaximum suppressionmethod is proposed in this study.
Firstly, a deep residual network is introduced and an at-
tention mechanism is added to the network, enhancing the
expression ability of feature maps on the channel. In ad-
dition, the ability of context connection and feature de-
scription can be strengthened in feature map space via
suppressing useless feature information. IoU loss function is

Literature [24]

(a)

Literature [25]

(b)

 Proposed

(c)

Figure 7: Comparison results during the day. (a) Literature [24]. (b) Literature [25]. (c) Proposed.

Table 2: Comparison of detection results of different algorithms.

Methods
AP (%)

Speed (frame/s)
All day -e day -e night

Literature [26] 72.42 75.75 63.79 31
Literature [27] 89.26 90.04 87.88 2.6
Literature [28] 90.14 90.83 87.91 1.9
Proposed 93.61 94.41 92.56 1.8

Table 3: Performance comparison results of different algorithms.

Methods
AP (%)

Speed (frame/s)
All day -e day -e night

Literature [29] 73.62 80.21 59.88 35.60
Literature [30] 82.46 84.61 78.62 35.40
Proposed 92.63 93.4 91.57 20.00
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employed to optimize the performance of pedestrian de-
tection, and the nonmaximum suppression method is added
in the detection process to make the location more accurate.
Experimental results illustrate that the proposed algorithm
has higher accuracy and better detection effect in different
environments such as insufficient illumination, target oc-
clusion, and too small scale. In the future work, we will
systematically analyze the performance of the algorithm and
study it in the direction of industrial application.
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