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As a commonmethod of deep learning, a convolutional neural network (CNN) shows excellent performance in face recognition.+e
features extracted by traditional face recognition methods are greatly influenced by subjective factors and are time-consuming and
laborious. In addition, these images are susceptible to illumination, expression, occlusion, posture, and other factors, which bring a lot
of interference to the computer face recognition and increase recognition difficulty. Deep learning is the most important technical
means in the field of computer vision.+e participation of this technology reduces manual participation and can identify the identity
of visitors from multiple aspects. +is study, based on the introduction at all levels and on the fundamental principle of the colloidal
neural network, combines the basic model and the common exploitation methods of aspects to make a model of a combination of
multiple aspects. +en, an improved CNN-based multifeature fusion face recognition model is proposed, and the effectiveness of the
model in face feature extraction is verified by experiments.With the experimental results, the identification rate for the ORL and Yale
data sets is 98.2% and 98.8%, respectively. Accordingly, an online face detection system and recognition system based on the
combination of element models are designed.+e system can obtain dynamic facial recognition and meet the recognition rate of the
design requirements. +e system is training four detection models and online recognition, and the test results show that the noise
component model has the highest recognition rate, and the recognition rate has improved by 13% compared with the baseline
capacity, further verifying that a model of a combination of features can achieve more effectively.

1. Introduction

1.1. Research Background. Today’s society has a higher and
higher demand for identification technology, especially in
the fields of finance and criminal investigation. Traditional
identification methods such as certificates, keys, and pass-
words cannot satisfy the needs of today’s society.

Although the traditional identification method is very
mature, it can be combined with other verification tech-
nologies for corresponding protection (such as mobile
phone verification code). However, identification technol-
ogy relies on the additional identification of individuals,
which is more prone to forgery, theft, and other incidents
than the features of the body itself (such as the face). +e
threat of instability and misidentification can also cause

more trouble. Biometric identification technology mainly
relies on fingerprint, face, voice, and other unique physio-
logical characteristics of individuals to carry out biological
identification, including face recognition, fingerprint rec-
ognition, voice recognition, and iris recognition. It is an
interdisciplinary subject involving pattern recognition,
digital image processing, machine learning, psychology, and
other disciplines, providing a theoretical source for face
recognition models.

1.2. Research Status at Home and Abroad. Many scholars
have made deep research in deep learning, face recognition,
and other aspects. Vanitha CN believed that face recognition
technology with the ability to detect, recognize, and examine
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faces is now being used everywhere. Artificial intelligence
plays an important role in recognizing faces; the AI face
recognition system captures an image of a person from any
recorded image and stores it in a database for analysis of the
captured image. However, this method requires a huge
amount of data and lacks suitable face recognition tools [1].
Litjens et al. first verified the effectiveness of stacked
autoencoders through other classifications. Secondly, a
classification method based on spatial dominant informa-
tion is mentioned. +en, a new deep learning framework is
proposed to integrate features to achieve the highest clas-
sification accuracy. Experimental results on widely used
hyperspectral data show that the classifier based on a deep
learning framework can provide an effective classifier. Be-
cause of the complexity of the research process, the results
are not very accurate [2]. Wang and Chen introduced deep
learning into supervised speech recognition, which greatly
accelerated the process and improved the separation per-
formance. +e introduction of deep learning can greatly
promote the learning of algorithms and provide space for
progress in identity recognition. However, the technology
still has applications in face recognition [3].

1.3. Main Innovation. +e main innovations of this study
are as follows: firstly, the deep learning method is introduced
briefly and the basic principle of CNN is elaborated in detail.
+en, the structure of deep CNN is designed using Caffe’s
first-class deep learning framework. +en, an improved
multifeature fusion face recognition model based on CNN is
proposed, and the effectiveness of this model in face feature
extraction is verified by experiments. Finally, an online face
detection and recognition system is designed and imple-
mented. +e system has trained the two algorithm models
involved in this study and achieved good results.+erefore, a
multilayer neural network face recognition feature fusion
model structure based on convolution is proposed. Feature
fusion is the basic model for feature extraction and fusion of
each layer of convolution pooling features. +e feature
extraction methods used in PCA, LDA, and LPP are based
on the basic features of each layer of convolutional models
and then tested on the face dataset. Finally, the test results
and analysis are given.

2. Proposed Method

Some common biological characteristics are often used for
identification. Figure 1 shows some commonly used bio-
metric features. Biometric identification technology mainly
refers to a technology for identity authentication through
human biometrics.+e core of so-called biometrics is how to
obtain these biometrics, convert them into digital infor-
mation, store them in a computer, and use reliable matching
algorithms to complete the process of verifying and iden-
tifying individuals. Compared with traditional biometric
methods, biometric identification technology on the one
hand has the advantages of robustness (not affected by the
external environment), uniqueness (different for different
subjects), and universality (each subject has). On the other

hand, it means that what can be used to identify the identity
of the subject can be the physiological characteristics and
behavioral characteristics of the subject to be identified,
which are relatively easy to obtain [4–6].

+e initial research on face recognition began in 1888,
and the research on face recognition has been developing
continuously over the past 100 years. In the past 30 years,
face recognition research has been a hot stage [7, 8]. +e
knowledge-based representation method mainly obtains the
feature data that are helpful for face classification according
to the shape description of the face organs and the distance
characteristics between them. +e feature components
usually include the Euclidean distance, curvature, and angle
between the feature points. On the one hand, face recog-
nition research promotes continuous application in real life.
On the other hand, the power of face recognition research
comes from more and more extensive practical applications.
At first, the face recognition method about the global fea-
tures of the face has been widely concerned, and then, people
found that many interference factors of the face image have a
great impact on the global features, so the face recognition
method based on the local features is gradually rising. In
recent years, deep learning has achieved surprising results in
face recognition and has been used in more fields and is
popular with more and more people [9–11].

As shown in Figure 2, the face recognition system can be
divided into detection and recognition of two parts. Firstly,
face color, contour, texture, and structure of face are de-
tected, and templates are extracted from existing stored face
database. +en, a template matching strategy is adopted to
match the collected face images with templates extracted
from the template library [12–14].

However, the disadvantage is the loss of information
when the characteristics of input data are expressed at a high
level with the continuous increase in network level. CNN is
another commonmodel of deep learning [15]. +e following
will focus on the working principle of each part of CNN.

2.1. Face Recognition Method Based on Deep Learning.
For a long period of time, the technology of face recognition
has stagnated, and with Hinton et al. in 2006, the deep belief
network opened the prelude to the application of deep
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Figure 1: Commonly used biological characteristics.
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learning in face recognition, which finally solved the
problem. Over the years, multilayer neural networks are
prone to local optimization problems. +is enables the rapid
development of deep networks. At present, deep learning
application scenarios involve many aspects, including pat-
tern recognition, target segmentation, information retrieval,
natural language processing, and other fields.

+e face recognition method based on deep learning
can obtain super learning ability after training, which is
very suitable for solving various complex nonlinear
problems. +e deep learning network structure is very
complex, with multiple hidden layers and a large number of
neurons. In general, network training requires the use of
unsupervised learning algorithms to train the network layer
by layer. However, due to the lack of sufficient prior
knowledge, it is difficult for humans to label categories, or
the cost of manually labeling categories is too high. Nat-
urally, we want computers to do the work for us, or at least
to help. Solving various problems in pattern recognition
based on training samples of unknown categories (not
labeled) is called unsupervised learning. After the network
training is completed, supervised learning is used to learn
fine-tuning of the network. After the fine-tuning is over, the
network can obtain strong classification and recognition
capabilities. With the continuous improvement of deep
learning theory, the development of face recognition based
on deep learning is very rapid. Chai Ruimin proposed a
deep belief network multichannel face recognition algo-
rithm. +e algorithm combines the Gabor wavelet trans-
form and restricted Boltzmann machine to extract facial
features, which further improves the accuracy of face
recognition. +e Gabor wavelet is sensitive to the edge of
the image and can provide good direction selection and
scale selection characteristics, and it is insensitive to the
illumination transition and can provide good adaptability
to the illumination transition. Domestic scholar Wang
Haibo adopted a face recognition system based on deep
beliefs. In the process of preprocessing, PCA was used to
complete the dimensionality reduction in the face, which
achieved good experimental results, but the number of
network model layers used was still small, and n is small.
Sabzevari et al. first used the local constraint model (CLM)

to generate the basic shape of facial expressions and then
used a three-layer DBN model to determine facial ex-
pressions. Combined with the local coordinate coding
theory and sparse constraints, the adjacent shape vector set
based on the manifold structure replaces the nonrigid
deformation set in the point distribution model to realize
the fusion of the local tangent space arrangement method
in the manifold learning and the point distribution model.
A constrained local model of manifold embedding is de-
veloped. +e face image obtained by this method is more
dimensional than the original image by preprocessing.
Huang GB et al. used the convolutional deep belief network
(CDBN) to verify the high-resolution face image. +e
experiment showed that optimizing the convolution kernel
parameters can not only help to obtain better feature
representation, but also improve the system. Robustness:
Liu et al. proposed an improved deep belief network
(BDBN), which uses the BDBN model to realize facial
recognition, which can capture effective facial features well.
+e deep belief network is a probabilistic generative model.
Compared with the traditional neural network of the
discriminant model, the generative model is to establish a
joint distribution between observation data and labels. +e
evaluation is done, and the discriminant model only
evaluates the latter.

In summary, traditional face recognition algorithms still
have many shortcomings, and deep learning, an emerging
branch of machine learning algorithms, has shown its strong
advantages in many fields, especially in the field of face
recognition. Achievement: on the other hand, a lot of re-
search has found that if you directly use the deep learning
framework to learn the features of the face, the network will
automatically learn the redundant information of the face,
and the features extracted through such learning and
training are not representative. In most cases, the local and
gradient information of the face cannot be well represented.
+erefore, to make the best use of the characteristics of the
deep learning framework, this study first extracts the local
features and gradient features in the face image and then
merges these two features into a hybrid feature by means of
vector connection. Such a network can obtain more effective
information through layer-by-layer learning. It can solve the
abovementioned problems caused by directly using deep
learning training and then performing face recognition to a
certain extent.

2.2. Convolution Layer. +e input of the convolutional layer
in the CNN also comes from the output of the upper layer, in
which different convolutional cores are used for the winding
machine operation. Each convolutional layer in the con-
volutional neural network is composed of several con-
volutional units, and the parameters of each convolutional
unit are optimized by the backpropagation algorithm. +e
purpose of the convolution operation is to extract different
features of the input. +e first convolution layer may only
extract some low-level features such as edges, lines, and
corners. More layers of the network can iteratively extract
more complex features from the low-level features.
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Figure 2: Face recognition system composition.
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Characteristics: these convolution checks are repeated over
and over again across all the receptive fields of the entire
input image, so that after the convolution operation you get
different feature maps of the input data. +e parameters in
the convolution kernel, including the weight matrix A and
bias term B, need to be learned through the convolution
layer [16, 17]. +e detailed calculation formula of convo-
lution is as follows:

ym � f 
I−1

i�0


J−1

j�0
xm+i,n+jaij + b, 0≤ n<M, 0≤ n<N. (1)

In fact, the convolutional layer is a linear correlation
calculation method, where x is a two-dimensional input
vector with a size of (M,N), and f represents an activation
function [18, 19].

2.3. Pooling Layer. Computational load in CNN is a problem
that needs to be considered. Generally, the characteristic di-
mension of the input image will not decrease toomuch after the
calculation of the convolutional layer, so the computational load
will be extremely large. In addition, the learning speed of the
networkmodel will be affected and the learning accuracy will be
greatly reduced under the large computational load. +e
pooling layer is also called the lower sampling layer, and itsmain
function is to solve the problem of large amount of
computation.

+e pooling layer is a nonlinear subsampling method,
which is usually the layer to scale down the feature map of
the network model. Feature map: by convolving a certain
range of feature maps, the pattern composed of multiple
features can be extracted into one feature, and the next
feature map can be obtained. After that, the feature map is
convolved, and the features are combined to obtain a more
complex feature map. In the CNN, the input of the pooling
layer comes from the output of the previous layer, and the
pooling layer will subsample all the feature graphs input to
itself, so the input feature graphs will decrease significantly
after passing the pooling layer. Assuming that the pooling
layer adopts the method of uniform sampling and the
sampling size is 1× 2, the pooling formula is as follows:

ymn �
1

s1s2


s1−1

i�0


s2−1

j−1
xm∗s1+i,n∗s2+j. (2)

+e above formula is the uniform sampling formula. x
and y, respectively, represent the input two-dimensional
vector and the output value after the pooling layer. +e
feature images of each layer input into the network are first
divided into regions of specified size, and then, the average
value of all the values in different regions is taken.

Weight sharing is another important feature of CNNs. In
neural networks, the number of parameters can be reduced
by assigning power values. Assuming the resolution of the
output image is 1000/1000 and the number of hidden
neurons is 1 meter, as you can see, the weight distribution
reduces the number of parameters by one order.

In the CNN, the mapping of the input image features
formed by the convolution kernel in the convolutional layer
and the input activation function after the convolution
operation with the input image is called the feature graph.
+e feature graph group composed by superposition of the
feature graph generated by different convolutional kernels
represents a variety of features of the input image.

After the convolution, you have to add a bias term b. As
the input of nonlinear activation function, the calculation
formula of neuron output is shown in the equation, where bl

j

represents the additive bias of the jth feature graph of the
current layer. During initialization, bl

j is generally set to 0
and f is the activation function.

y
l
j � f 

ni−1
j

i�1
ai,j ⊗ x

l−1
i + b

l
j

⎛⎜⎜⎝ ⎞⎟⎟⎠, j � 1, 2, . . . , m. (3)

+e pooling layer is also known as the lower sampling
layer. +e pooling layer compresses the data, keeping the
number of feature graphs unchanged, but making the
feature graphs smaller, thus reducing the storage space.
At the same time, you can also keep the translation and
scaling of the network model invariant. +ere are two
common pooling methods, maximum and average, which
are widely used and simple in algorithm. +e difference
between the max pooling operation and the mean pooling
operation is that it is necessary to record which pixel has
the largest value during the pooling operation, that is,
max id. +is variable is used to record the location of the
maximum value, because it is used in back propagation.

2.4. 1e Connection Layer. CNNs typically have one or
more fully connected layers before the output layer and
after the stacked convolutional layers and pooling layers.
Each neuron in the full-connection layer is connected
with all neurons in the previous layer, but there is no
connection between neurons in the same layer. A neuron
function is very similar to a human neuron; in other
words, it has some input and then gives an output.
Mathematically, a neuron in machine learning is a
placeholder for a mathematical function whose only job is
to take a function on an input and give an output. +e
full-connection layer increases the nonlinear mapping
ability of the neural network, limits the network size, and
acts as a classifier. Its mathematical expression is as
follows:

ϕl
j � f 

n

i�1
x

(l−1)
i · a

(l)
ji + b

(l)
j

⎛⎝ ⎞⎠, (4)

where l represents the current number of layers.

2.5. Hidden Layer Neural Network. +e calculation formula
of the neural network structure of a hidden layer is as
follows:
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d
(2)
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(1)
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d
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2 � f a

(1)
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(1)
23 x3 + b
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d
(2)
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1 � f a
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11 d
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12 d
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(2)
13 d

(2)
2 + b

(2)
3 .

(5)

+e simplified expression of the formulamakes it clearer.
Here, we use symbols to represent the result of adding the
input weights of unit I in layer l and the offset items, where
the calculation formula of unit I in layer 2 can be written as
follows:

h
2
i �  n

j�1a
(l)
ij xj + b

(1)
i , d

(2)
i � f z

(2)
i , (6)

f h1, h2, h3 (  � f h1( , f h2( , f h3(  . (7)

+e parameters can be matricized, and the extended
expression of the excitation function can be expressed by a
vector, which is equation (7). +e package of equation
contains the detailed calculation steps from the input to the
output of the neural network with a single hidden layer,
which is called the forward propagation algorithm of the
neural network. +e core of forward propagation algorithm
is to calculate the corresponding intermediate excitation
value for each layer. +e simplified expression is as follows:
assume that the excitation value of the floor l is given as h(l),
and then, the calculation of the activation value of the floor
l + 1 is h(l+1), which is given as follows:

h
(l+1)

� a
(l)

d
(l)

+ b
(l)

,

d
(l+1)

� f z
(l+1)

 .
(8)

Figure 3 shows a simple neural network with hidden
layers and output units. ni is used to represent the number of
layers contained in the neural network, L1 represents the
input layer, and Lni represents the output layer. +e forward
propagation process of the multi-hidden layer neural net-
work is shown in Figure 3, and the key point of the network
calculation lies in the calculation of the excitation value of
each layer.

2.6. 1e Activation Function. Sigmoid and tanh are two
activation functions commonly used in neural networks,
which make neural networks to have nonlinear mapping
ability. A large value in the central region means that these
two functions have a strong enhancement effect on the signal
in the central region, but relatively small enhancement effect
on the signals on both sides, so a good mapping effect can be
achieved in the feature space. +e expressions of sigmoid
function and tanh function are as follows:

f(h) � sigmoid �
1

1 + exp(−h)
,

f(h) � tanh(h) �
e

h
− e

−h

e
h

+ e
−h

.

(9)

As shown in Figure 4, it can be concluded that the central
zone of sigmoid function and tanh function and the active

state of neurons in the human brain are similar, and the
lateral region of both functions is similar to the inhibitory
state of neurons in human brain.+erefore, in the process of
traditional neural network learning, the important features
of data to be learned are concentrated in the central region;
relatively insignificant features tend to be gradually diluted.

+e mathematical model of ReLU activation function is
shown in the figure. +e introduction of the activation
function is to increase the nonlinearity of the Qmodel of the
neural network. Without the activation function, each layer
is equivalent to matrix multiplication. +e output of each
layer is a linear function of the input of the upper layer. No
matter how many layers of the neural network, the output is
a linear combination of the input; that is, the most primitive
perceptron adds an activation function and introduces
nonlinear factors to the neuron Q. +e neural network can
arbitrarily approximate any nonlinear function, so that the
neural network can be applied to many nonlinear models.
+e formula is as follows:

f(x) � max(0, x). (10)

ReLU activation function will selectively respond to the
input signal, and part of the signal will be shielded, as shown
in Figure 5. After repeated tests, researchers obtained the
effectiveness of ReLU function in learning sparse signal
representation and improving the accuracy of learning.
ReLU and tanh activation functions were applied to carry
out comparative experimental tests in the ALEX network,
and the experimental results show that ReLU greatly reduces
the training cycle of the network. A simple CNNmodel with
a total of four layers is built on the CIFAR 10 data set to carry
out experimental tests, and it is found that the ReLU
function has great advantages in improving the network
learning speed and improving the recognition rate. +ere-
fore, the ReLU activation function is generally selected in the
neural network.

3. Multilayer Feature Fusion Face Recognition
Experiment of CNN Experiments

3.1. ExperimentalData. In this study, the ORL and Yale data
sets are selected as the training sets of the subsequent deep
neural network.+e basic introduction of the two data sets is
as follows:

(1) ORL Face Data Set. +e ORL face data set was
compiled by AT&T Laboratories at the University of
Cambridge, UK.+e face database contains a total of
40 people, each of whom has 10 grayscale images of
faces. All face photographs in the data set are positive
and have a uniform black background. To collect
their face features more comprehensively, each
photograph has certain angle changes and expression
changes.

(2) Yale Face Data Set. Yale, also collected by AT&T
Labs, took 165 grayscale images of faces, including 11
created for each of 15 people in different poses,
angles, and lighting conditions.
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3.2. 1e Experimental Steps. +e selected face data set is
used for testing. In the experiment, two activation
functions were selected to test the influence on the model,
namely ReLU and sigmoid. +e fused face feature T
obtained from the fusion feature model was sent into the
classifier, and the recognition rate was estimated by the
support classifiers and the recognition rate was compared
and analyzed with that of the basic model. At the same
time, it pays attention to the execution efficiency of each
method while comparing the accuracy of different
methods.

Finally, each of the convolutional pooling features is
extracted and fused to get the final face features, and the face
features are input into SVM and KNN classifier to carry out
face recognition test, to build a huge facial feature database,
for the next extraction, utilization, and comparison.

4. Comparative Analysis Results of
Recognition Rate

4.1. ORL Data Set Experimental Results and Analysis. In the
experiment, 6 images of each experimenter were selected

from the ORL data set using the principle of randomness for
training, and the remaining 4 images of each person were
used for testing, so there were 240 training pictures and 160
test pictures in total. +e method was repeated 10 times to
obtain the final identification accuracy and detection con-
sumption time. In Table 1, the recognition rate and time
efficiency are obtained under the basic model, and in Table 2,
they are obtained under the SVM classifier.

First of all, it can be seen from Table 1 that the method of
the base model has a great influence on the time efficiency of
the algorithm in the selection of activation function. When
sigmoid function is the activation function of the base
model, the efficiency of the algorithm is lower than that of
ReLU activation function. +e time efficiency of the feature
fusion method is shown in Table 2, and the time consumed
by the algorithm is higher. A represents CNN
(ReLU) + PCA, B represents CNN (sigmoid) + PCA, C
represents CNN (ReLU) + PCA+LDA, and D represents
CNN (sigmoid) + PCA+LDA, E represents
CNN(ReLU) + PCA+LPP, and finally F denotes CNN
(sigmoid) + PCA+LPP.

Tables 1 and 2 are represented by CNN activation
function, and it is effective to use four RLU functions in
sigmoid function gradient.

To further verify the advantages of feature fusion model
in feature extraction, KNN classifier is used to estimate the
recognition rate and efficiency of the algorithm. In Table 3,
the classification effect of A and B, C and D, and E and F on
KNN is better than that of the method using the basic model,
and the recognition rate of C andD reaches 97.6%. However,
the algorithm takes more time than the basic model.

Different dimensions are set in the dimension of output
function of basic model (CNN) method (the activation
function is RLU) to classify and identify them. Feature
fusion models CNN+PCA+LDA and CNN+PCA+LPP
are used to extract features with different feature dimensions
by reducing the dimension input into SVM classifier.
+erefore, Figure 5 can be obtained.

From the trend analysis in Figure 6, the recognition rate
of different characteristic variable dimensions is 13.0%,
indicating that the eigen even function model responds
quickly to the change in characteristic variable dimensions.

4.2. Yale Data Set Experimental Results and Analysis. In the
experiment, seven photographs are extracted from the se-
lected data set, and the remaining four photographs are
trained and tested. +ere are 105 training images and 60 test
images. Table 4 shows the use of the basic model in the light
color data set.

In terms of activation function, choosing ReLU as the
network structure has a better effect. In the basic model,
the method recognition rate is 88.9% when using ReLU
function, which is also higher than that using sigmoid
function. Moreover, in terms of time efficiency, using
ReLU activation function is also higher than sigmoid
function. +is is because LDA is a supervised learning
method, which can effectively use the label information of
samples. LPP algorithm and PCA algorithm are not
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Figure 3: Multi-hidden neural network structure.
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traditional learning algorithms.+e time of feature model
function fusion is also higher than that of other super-
vised learning algorithms. Experimental results on the
Yale data set also show that the feature fusion model
mentioned is more effective in face feature extraction,
and the corresponding efficiency is reduced. Similar to
the experiment on the ORL data set, the recognition
results of different feature fusion model algorithms under
KNN classifier are shown in Table 5.

Under the KNN classifier, the basic model only selects the
ReLU function. As shown in Table 6, the recognition rate of the
method of C also reaches the highest 96.8%.+e time efficiency
of the algorithm is similar to that of the ORL data set, while the
efficiency of the feature fusion model is lower than that of the
basic model. In conclusion, the feature fusion model algorithm
proposed in this study is more effective than the face features
extracted by the basic model method, but the execution effi-
ciency of the algorithm is somewhat reduced.
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Figure 5: ReLU function model.

Table 1: Recognition rate and time efficiency under the basic model.

Algorithm model Recognition rate (%) Time efficiency
Base model CNN (ReLU) 87.6 120min 38 s
Base model CNN (sigmoid) 85.9 125min 6 s

Table 2: Recognition rate and time efficiency.

Classifier Algorithm model Recognition rate (%) Time efficiency

SVM

A 96.3 129min 21 s
B 90.3 ×

C 97.8 136min 47 s
D 92.7 ×

E 90.2 137min 3 s
F 91.1 ×

Table 3: Recognition rate and time efficiency of different algorithm models under KNN classifier.

Classifier Algorithm model Recognition rate (%) Time efficiency

KNN
CNN+PCA 96.1 139min 21 s

CNN+PCA+LDA 97.6 147min 28 s
CNN+PCA+LPP 95.8 157min 3 s

Advances in Multimedia 7



5. Conclusion

As one of the deep learning methods, CNN can effectively
combine the two tasks of face image feature extraction and
classification and recognition and has an excellent perfor-
mance in image classification. Compared with the basic
model, it is improved by 10.4% and 9.6%, respectively.
However, the disadvantage brought by the improvement of
the recognition rate is the reduction in the algorithm exe-
cution efficiency, and the online detection and recognition
system designed based on this model meets the design re-
quirements, but there are still some shortcomings, which can

be further studied in the following aspects: (1) the feature
fusion model in this study can adopt more machine learning
methods on the feature extraction of each convolutional
pooling feature map instead of being limited to PCA, LDA,
LPP, etc.; the efficiency of the algorithm is the next step to
optimize, that is to improve the model recognition rate
without losing the efficiency of the algorithm or even im-
prove the execution efficiency. (2) In the process of online
detection and recognition, there are interference factors such
as complex face background and different quality of cap-
tured images, so it is necessary to explore appropriate
machine learning methods to reduce the impact of these
factors. In addition, the design of face online detection and
recognition system can be combined with specific practical
life applications.
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