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Literature is extremely important in the advancement of human civilization. Every day, many literary texts of various genres are
produced, dating back to ancient times. An urgent concern for managers in the current literary activity is how to classify and save
the expanding mass of literary text data for easy access by readers. In the realm of text classi�cation, the TF-IDF algorithm is a
widely used classi�cation algorithm. However, there are signi�cant issues with utilizing this approach, including a lack of
distribution information inside categories, a lack of distribution information between categories, and an inability to adjust to
skewed datasets. It is possible to improve classi�cation accuracy by using the TF-IDF algorithm in this paper’s application
situation by exploiting the association between feature words and the quantity of texts in which they appear, while ignoring the
variation in feature word distribution across categories. With the purpose of classifying the literary texts in this study, this work
proposes an improved IDF method for the problem of feature words appearing several times and having diverse meanings in
di�erent �elds. �e meanings of feature words in distinct domains are separated to increase the trust in the TF-IDF algorithm’s
output. Using the improved TF-IDF method suggested in this research with the random forest (RF) classi�er, the experimental
results show that the classi�er has a good classi�cation impact, which can meet the actual work needs, based on comparative
experiments on feature dimension selection, feature selection algorithm, feature weight algorithm, and classi�er. It has a fair
amount of historical signi�cance.

1. Introduction

As the world entered the twenty-�rst century, it saw rapid
development, with all kinds of new things sprouting up like
mushrooms after a rain and people’s lives and society taking
on a new look. While new things are constantly emerging,
some excellent traditional cultures are in danger of ex-
tinction. Under these conditions, preserving and promoting
excellent traditional culture have become a hot topic. Lit-
erature is the core connotation of excellent traditional
culture because it is a record and inheritance of traditional
culture. �e soil and conditions for the spread of excellent
traditional culture are provided by literature. As time passes,
more and more excellent literary works are created, and the
preservation and retrieval of digitized literary texts face new
challenges. Text classi�cation technology is essential in such
a massive data base for quickly and accurately obtaining the
required information from the massive and disorganized

literary texts. Text classi�cation used to be done by hand.
Manual information extraction could not meet people’s
needs in the face of the exponential growth of text infor-
mation. �is must assist users in obtaining valuable infor-
mation quickly and accurately by utilizing computers’ ability
to process information automatically, quickly, and in large
quantities.

American scientist Dr. Luhn proposed a system for
automatically writing article abstracts in the 1950s. �is
method counts the frequency of words and sentences in the
paper or article and their spatial distribution information
[1]. �us, for the �rst time, abstract writing is automated.
�is technical method shows a rapid progress in text clas-
si�cation [2]. In July, Maron and Kuhn published their �rst
text classi�cation paper in the ACM magazine, describing a
new method for bibliographic indexing and searching in
libraries [3]. Although these methods are still in the ex-
perimental stage, they may pave the way for future statistical
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text classification technology. Text classification now uses
machine learning [4, 5] and deep learning [6, 7] techniques.
KNN and Naive Bayes are commonly used methods in
machine learning [8]. In text classification, Joachims
employed support vector machines [9], and ensemble
learning approaches worked well in text classification, Chen
et al. proposed a scalable end-to-end model XGBoost based
on boosting [10]. )e Microsoft AI Research Institute
proposed the LightGBM boosting model [11] which is faster
and uses less memory than XGBoost training. In 2017, the
Russian search company Yandex released the “super-com-
bat” machine learning model CatBoost [12]. In recent years,
the integrated learning model represented by XGBoost,
LightGBM, CatBoost, and so forth has swept the major data
mining contests, demonstrating the rapid progress of ma-
chine learning. Obtaining tagged text data is typically time-
consuming and difficult. Reference [13] usesd the available
labeled documents to train the classifier, then randomly
labeled the unknown documents with a certain probability,
and iterated until convergence. Deep learning employs text
as a word vector to classify [14]. Yoon extracted text features
and performed well in text categorization [15]. Multilayer
convolution and pooling layers learn more detailed semantic
information. RNNs are naturally better at processing text-
like serialized data. RNNs can parse extended sequences and
capture textual context dependencies. As a result, RNNs
have obvious gradient dispersion and gradient explosion
issues during training [16]. Later, Schmidhuber suggested an
updated model of RNN, LSTM [17], with memory, forget,
and output gate units to overcome the gradient dispersion
problem in backpropagation. )e LSTM model is used for
text classification with impressive results. Zhou et al. [18]
proposed a C-LSTMmodel that combines convolutional and
recurrent neural networks’ benefits. )e design is straight-
forward and end-to-end by combining n-gram features with
a single-layer CNN. A higher-level representation of in-text
sequential relationships is learned by deriving a single
structure from the input sentence.

)e comparative analysis of the above studies reveals that
the machine learning algorithm’s text classification and rec-
ognition speed is fast, and the model training is relatively
simple, but the recognition rate is not as high as that based on
the deep learning algorithm.However, the deep-learning-based
text classification model has many training parameters, takes a
long time, and requires powerful hardware. If the recognition
rate of machine-learning-based text classification can be im-
proved further, the time-consuming issues caused by deep
learning algorithms can be avoided. )is study proposes an
improved TF-IDF method combined with an RF classification
algorithm to classify literary texts based on this. Results from an
experiment show that the methods proposed in this paper can
achieve the desired results and have commercial value. )e
main contribution of this paper is as follows: First, it is situated
in the field of literary text classification, which is currently
understudied. Second, this paper proposes and theoretically
validates an improved TF-IDF method for text classification
tasks. )ird, the superiority of the text classification method
used in this paper is demonstrated by experimental comparison
using self-created experimental data.

2. Relevant Knowledge

2.1. Definition of Text Classification. Text classification
technology specifically refers to the establishment or se-
lection of appropriate classification rules for the text data to
be classified according to the characteristics of its text
content in some aspects (mainly different viewpoints or
topics appearing in the text). )e basic process of estab-
lishing the classification rules is as follows: Firstly, the
classification rules are searched backward from the classi-
fication results, that is, according to the different charac-
teristics of different types of texts from the classified training
texts, and then certain accurate and appropriate classifica-
tion rules are searched and extracted. )en the text is
classified according to the above rules, and finally the
classification result is made consistent with the target result,
thus obtaining a good text classification model.

When it comes to the foundations of text classification,
the set mapping connection serves as a good analogy. )e
goal of text classification is to summarize and extract ap-
propriate classification rules from the classified texts in order
to classify the remaining unclassified texts correctly. To
obtain the correct classification result, it must use an algo-
rithm to determine the degree of association between the text
object and each category based on the distribution and
characteristics of the text objects and then select the ap-
propriate classification threshold based on the relationship of
the degree of association. Equation (1) shows the text cate-
gorization calculation formula and can be defined as follows:

S(X, C) � T, F{ }, (1)

where T represents true and F represents false. )e set
X � x1, x2, . . . , xi, . . . , xn  in equation (1) refers to the set
of texts to be classified, where xi represents the i-th text to
be classified and n refers to the text to be classified. )e
number of texts to be classified is contained in the
classification text set X. Set C � c1, c2, . . . , cj, . . . , ch 

denotes our predefined category set, where cj denotes the
jth category and h denotes the number of predefined
categories in category set C. A mapping relationship is
represented by the S function. For example, if S(xi, cj) �T,
the classification result of the i-th text to be classified xi in
the dataset is the j-th category cj. Otherwise, if
S(xi, cj) � F, the classification result of the i-th text to be
classified xi in the dataset is not the j-th category. Because
mathematical collections have two mapping relationships
of one-to-one and one-to-many mapping concepts, text
classification can also be divided into single-label clas-
sification and multilabel classification. Label-only clas-
sification is one of them. Only one category can be
assigned to the text to be classified. At this point, two
scenarios are possible: binary classification and multi-
classification. A typical binary classification application is
spam classification. Because news websites have many
columns, their news classification systems are frequently
multiclassification applications, with multilabel classifi-
cation referring to the possibility of classified texts being
classified into two categories at the same time.
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2.2. Text Classification Process. Text data preparation, text
representation, feature dimension reduction, classification
model training, classification performance evaluation, and
other procedures are all common processing links in today’s
widely recognized text classification approaches. Figure 1
depicts the basic text classification method.

)e initial processing step after receiving the dataset is to
do data preprocessing on the text data in order to achieve the
goal of automatic text categorization. We must do the fol-
lowing operations on the text data in this procedure,
according to the processing order: text tagging, word seg-
mentation, and stop word removal.

Following the text preprocessing link, the text data
obtained at this time is most likely as follows: “She/love/
sports.” )ese are all character data and do not present the
text’s structured information. Even if this data is entered into
a computer, the computer will not be able to directly use and
perform subsequent text classification. As a result, further
processing of the text data is required at this time. In general,
the text is represented as a formal or mathematical de-
scription by a specificmethod, so that it can be recognized by
a computer. )is is the function that should be implemented
in the text representation link, and the text data processed by
this link can aid in subsequent classification. In general,
words form sentences, sentences form paragraphs, and
paragraphs form documents; thus, words are the finest
granularity among them, and the text representation process
can be divided into different granularities, which can realize
text word division. )ere are several methods for dividing
phrases, sentences, and paragraphs. )e text representation
is a translation of the text in Chinese into a binary language
that the computer can recognize and process. Domestic text
representation models currently include the Boolean model,
the VSM model, and the statistical language model.

Dimensionality reduction is a fundamental concept in
data statistics. )e goal of feature dimensionality reduc-
tion in this case is to completely preserve the original text
features via data dimensionality reduction. Not only does
feature dimensionality reduction reduce the amount of
classification calculation, but also it plays an important
role in improving classification accuracy and efficiency, as
well as avoiding the phenomenon of classifier overfitting.
For text data, feature selection is a common feature di-
mensionality reduction method. )e general processing
flow of feature selection is as follows: based on the
characteristics of the text dataset, select a suitable feature
calculation function through the selection process and
perform feature calculation on each term in each text in
the dataset to obtain quantified results, with the results
sorted from largest to smallest. Arrange from from big to
small, select a certain number of feature items as the
representative of the original text data based on a pre-
determined threshold, and do not involve feature space
transformation during this period.

)e dataset can be categorized after it has been reduced
in dimensionality by features. Most often used text classi-
fication methods include the Naive Bayes algorithm,
K-nearest neighbor algorithm, decision tree algorithm,
support vector machine, convolutional neural network,

recurrent neural network, and others. Naive Bayes algorithm
is one of the most widely used algorithms.

3. Application of Improved TF-IDF Method in
Literary Text Classification

3.1. Traditional TF-IDF Algorithm. For the TF-IDF algo-
rithm, the feature word is assigned a weight based on how
frequently it appears in the document set. If one category has
many documents with the same feature word, the feature
word has a good capacity to represent it. )e feature word,
strong, should be given more weight. However, if the feature
word is common across all categories, regardless of how
many times it appears in each document set, it should be
given a lower weight.

In order to get the weight of the feature word, the word
frequency is multiplied by the inverse document frequency.
It is the frequency of the feature word in the document inside
the class, and the inverse document frequency is the dis-
tribution information for the feature word occurring in

Training Set Test Set

Text Representation 

Feature Dimensionality Reduction

Classification Model 

text tagging word
segmentation 

Data preprocessing

remove stop
words 

KNN

RF

LR

NB

SVM

Classification result

Evaluate

Figure 1: Flowchart of text classification.
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many categories. )ere are two pieces to the TF-IDF al-
gorithm’s formula: TF and IDF. )e frequency of words in a
class is represented by the term “word frequency,” abbre-
viated as “TF.” IDF is an abbreviation for the cross entropy
of feature word probability density. )e traditional algo-
rithm’s calculation is shown in the following equation:

Hi � Ci ∗ log
T

ti

+ c , (2)

whereHi is the weight result obtained by the feature word, Ci
is the number of occurrences of the feature in the document,
T is the total number of files, ti is the number of documents
in which the feature word has appeared, and c is an empirical
value, typically 0.01.

Equation (3) is used for normalization processing:

H xi(  �
Hi�������


t
j�1 H

2
j

 . (3)

When it comes to document length, the longer the
document is, the more characteristic words it will contain.
Words that appear repeatedly in the document will be given
higher weights, even if they are not very useful for classi-
fication. Similarly, when a document is short, it has fewer
feature words and each word appears less frequently than
words in other documents. Its classification ability for these
words may be very strong, but it is obtained with a lower
weight. )e normalized form has the advantage that the
calculation formula provides a “fairer” measure of the TF
value regardless of document length. )e TF-IDF algo-
rithm’s calculation formula reveals that the algorithm cal-
culates the weight of the feature word using two variables:
the feature word’s word frequency and the inverse document
frequency of the feature word. As a result, using the algo-
rithm formula to calculate the weight of the feature word can
better reflect the occurrence information of the feature word
in the document set and partially reflect the distribution
information of the feature word among the categories.
However, when classifying the model using the above al-
gorithm’s actual training, the classification accuracy remains
low, and the algorithm can still be continuously improved.

)e formula reveals that T represents the sum of the
numbers of documents, implying that T does not contain
information about the distribution of feature words across
multiple categories. According to the algorithm’s principle,
when feature words appear frequently in most categories,
they should be given a lower weight. However, the weight
calculation is also influenced by the feature words’ fre-
quency. )e calculated weight value is frequently deter-
mined by the feature words’ frequency. )e weight value
may be excessive. When the number of occurrences of
feature words in this document remains constant while the
frequency of occurrence of other documents in this category
increases, the IDF should increase accordingly. However, the
IDF part of the formula does not consider the frequency of
occurrence of feature words in this category and only focuses
on occurrences or not, so the IDF calculation result does not
change. Furthermore, when the number of documents varies

greatly across the dataset’s categories, the IDF value cal-
culated by the category with the fewest documents has little
classification effect. It is impossible to adjust the IDF value
when the frequency of feature words in a category remains
constant, since feature word distribution is not taken into
consideration by IDF. Feature word distribution in a doc-
ument collection is not accurately represented by the IDF
section of the calculation because of the random distribution
of feature words in the class.

3.2. TF-IDF Algorithm Defects. Based on an investigation of
the standard TF-IDF method, the following shortcomings
are summarized:

(1) No distribution information within the category.
Because the document collection is organized hier-
archically, it usually takes the form of a two-level
directory. )at is, the first level is a collection of
documents distinguished by categories, while the
second level is a collection of documents within the
same category. If you are only using the TF-IDF
technique within one category, you will only be
calculating occurrences of feature words within that
category as well as the inverse document frequency of
those features across all categories. For information
distribution and interrelationships, assuming that
only this document in the class contains the feature
word, the frequency of the calculated inverse docu-
ment is relatively high, resulting in a calculated weight
value that is inconsistent with the actual situation.

(2) No information on the distribution of categories.)e
algorithm does not consider the distribution of
feature words across categories when determining
weights. )e answer to this question is a two-way
street. As a starting point, it is assumed that the total
number of occurrences of the feature word t does not
vary in the current document collection but that it
appears in more documents. At this point, the cal-
culation shows that the changed weight value TF is
partially unchanged, while the IDF part shrinks. )is
is since the distribution of the feature word t is
“broader” than before, and the calculation result
contradicts the algorithm’s idea. Furthermore, even
if the feature word t appears less frequently in each
document but still appears in each category, the
algorithm idea states that the calculation result of the
feature weight should be small at this time, but the
calculation result at this time is frequently very large.

(3) Impairment in adapting to skewed datasets. )e
normalized form of the traditional TF-IDF algorithm
addresses the issue of low calculated weights for short
documents caused by variable document lengths. In a
document collection, however, the number of doc-
uments in each category is almost never the same.)e
number of documents in some datasets and practical
problems varies greatly between categories. When
weights are calculated in skewed datasets, categories
with more documents have higher TF values than
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categories with fewer documents, while IDF values
are the same. As a result, calculating the weight of the
TF-IDF algorithm will assign a higher weight value to
the category with a small number of documents, and
the classification model obtained through training
will frequently misclassify the document as a text with
many documents.

3.3. Improved TF-IDF Algorithm. )e TF-IDF algorithm in
this study employs the link between feature words and the
quantity of texts in which they appear but ignores the dif-
ference in the distribution of feature words between various
categories, which is not helpful to enhancing classification
accuracy. Now, the TF-IDF algorithm is in use. )ere are
numerous ways to improve. An improved IDF method is
provided in this study, which leverages the existing discipline
classification as a reference to separate feature words that
appear in different disciplines with varying frequencies and
have different meanings in different disciplines. Taking the
existing subject classification as a reference, distinguish the
meanings of feature words in different subjects to improve
the confidence of the results of the TF-IDF algorithm. )e
formula for IDF is

I DF � −lg 1 −
F mi( 

F mi(  + F oi( 
  � lg 1 +

F mi( 

F oi( 
 . (4)

F(ni) is the likelihood of feature word i being in class m,
and F(oi) is the likelihood of feature word i existing in other
categories in the document. Other classifications in the
document refer to the classification obtained after deleting
class m in the document. )e two feature words appear the
same number of times in the document in the algorithm, but
F(mi) and F(oi) are different, as are the IDF values, because of
the differing distributions of distinct feature words. As a
result, the modified TF-IDF algorithm can better distinguish
between different feature word distributions.

)e execution steps of Algorithm 1 are as follows, in
which the input of the algorithm is the thesis text set X, and
the output is the word frequency vector matrix g.

3.4. Application of Improved TF-IDF Method in Literature
TextClassification. )e improved TF-IDF method proposed
in this article is integrated with the general text classification

process, resulting in the process of literary text classification
based on the improved TF-IDF method represented in
Figure 2. First and foremost, we collect data from literature
texts. )is research focuses on short literature text data in
order to reduce the size of the literature as much as feasible.
Second, after the data collection is complete, do word
segmentation and delete the stop words that were pre-
processed. )ird, the preprocessed data is subjected to
feature selection and dimensionality reduction. )e feature
weight is calculated using the improved TF-IDF approach
provided in this research. Fourth, train a text classifier. To
get the classification result, feed the dimension-reduced
feature data into the classifier.

4. Experiment

4.1. Experiment Preparation. Because the major goal of this
study is to classify literary texts, the experimental data
consists of 1368 literary texts retrieved from a university
library, divided into four categories, and the training and test
sets consist of 958 and 410 texts, respectively. )e literary
pieces used are typically brief, ranging from 7,000 to 20,000
words in length. )e experiment in this study is conducted
on a standard machine with 64-bit Windows 10 Enterprise
Edition installed, a CPU speed of 2.60GHz, 16GB of RAM,
and a 1TB hard disk.

Model training, tuning, and constructing are all vital
components of the analytics lifecycle, but knowing how well
those models perform is evenmore crucial.)e performance
of classification models is typically assessed using the
model’s prediction results on new data. Metrics including
precision, recall, and F1 are utilized to assess the model’s
performance in this paper. Table 1 shows the definitions of
the metrics. )e number of positive samples correctly
projected as positive classes is c, the number of negative
samples wrongly forecasted as positive classes is d, and the
number of positive samples incorrectly predicted as negative
classes is e. )e F1 metric can be used to describe a model’s
overall classification accuracy by considering both classifi-
cation precision and recall.

Multiple sets of experiments are designed in this study to
compare the effects of different features, word vector
weights, and classifiers on the experimental findings. )e
results of ten classifications are averaged.

Input: Proceedings X;
Output: matrix m;
Step 1: Initialize TF-IDF matrix g;
Step 2: For each word i in paper j, loop through the following process:
Step 3: Calculate the frequency F(mi) of the word i in the subject classification;
Step 4: Calculate the frequency F(oi) of word i classified in other subjects;
Step 5: Calculate the frequency F(tf ) of word i in all literature;
Step 6: Update each value in matrix g by: g(i, j) � F(tf) · lg(1 + (F(mi)/F(oi)))

Step 7: When the loop termination condition is reached, the iteration terminates.

ALGORITHM 1: Improved TF-IDF algorithm.
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4.2. Feature Dimension Experiment. )e number of feature
dimensions influences the classifier training effect in two
ways. On the one hand, increasing the feature dimension
increases the amount of data required for document rep-
resentation, which increases the data size of the training set,
increasing the training classifier’s storage capacity and
computing resource consumption. Simultaneously, in-
creasing the feature dimension lengthens the classifier’s
training time, increasing the time consumed in training the
classifier. On the other hand, increasing the feature di-
mension causes the classifier to paymore attention to details,
which can improve the classifier’s accuracy. )e effect of
reducing feature dimension is exactly the opposite. )is
paper chooses the chi-square statistical feature selection
algorithm to investigate the optimal choice of feature di-
mension of text literature data, and the feature weight uses
the traditional TF-IDF method and the improved TF-IDF
method.)e classifier employs RF with four classes. Figure 3
depicts the experimental results obtained by changing the
feature dimension.

)e following information can be seen in the experi-
mental findings given in Figure 3. (1))e classification result
P value is low when the feature dimension is tiny. (2) )e
P value of the classification result exhibits a trend of increase
as the feature dimension increases. (3) When the feature size

is small, the P value rises quickly, but when the feature
dimension is high, the P value increases slowly until it
plateaus. (4) )e revised TF-IDF method has a higher P

value than the traditional TF-IDF technique. )e improved
TF-IDF algorithm in this work has a significant improve-
ment over the other two algorithms, and the P value of the
better TF-IDF algorithm is always high, regardless of the
number of feature dimensions. When compared to TF-IDF,
the revised TF-IDF algorithm has a P value improvement of
2.2 percent in each feature dimension.

)e experimental result (1) reveals that when the feature
dimension is small, the expressive ability of the feature to the
sample is insufficient to properly reflect the difference be-
tween the samples, making learning the difference between
the samples difficult for the classification algorithm. (2) It is
indicated that when the feature dimension grows, the feature
becomes more representative of the sample and can better
discriminate the sample, resulting in an increase in the

Literary Text Dataset

Text Representation 

Feature Dimensionality Reduction

Classification Model 

Random Forest

Evaluation
indicators 

Result Evaluate

text tag word segment Remove stop words

Data Preprocessing

Constructing the word vector space

Improved TF-IDF Calculate weights

Figure 2: Literature text classification process based on improved TF-IDF method.

Table 1: Classification performance evaluation indicators.

Index Definition
Precision (P) P � (c/c + d)

Recall (R) R � (c/c + e)

F1 F1 � (2precision∗ recall/precision + recall)
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P value of the classification model. (3) It is indicated that
when the feature dimension is small, adding a given di-
mension improves the classification model’s performance
more noticeably; however, when the feature dimension is
large, adding the same dimension has less of an impact on
the classification model’s performance. )e modified TF-
IDF is more discriminative for samples under multiple
feature dimensions than the other two feature weight
methods; hence the classification model’s P value is larger.

4.3. Feature Selection and Feature Weight Selection
Experiments. )e feature dimension chosen in this paper is
1500, as determinedby the feature dimension experiment.)is
research uses three feature selections: chi-square statistics,
mutual information, and informationgain, to seewhich feature
selectionandfeatureweightalgorithmarebest fortext literature
classification algorithm. )e original TF-IDF method and the
improved TF-IDF method are used in the feature weight al-
gorithm. )e classifier employs RF and has a total of four
categories. Table 2 displays the outcomes of the experiments.

When the data in Table 2 and Figure 4 are compared, the
following is discovered: (1) )e TF-IDF algorithm is paired
with the three feature selection algorithms; the classification
model’s average accuracy, average recall, and average F1
value are all at the lowest level. )e precision value of the
modified TF-IDF algorithm has increased by an average of
2% when compared to the TF-IDF algorithm. (2) )e chi-

square statistical performance is somewhat better compared
to three other feature selection algorithms, regardless of
whether feature weight method is combined, which is
consistent with the research results of many researchers.

4.4. Classifier Selection Experiment. Based on the above
experimental results, this paper determines that the feature
selection algorithm in the literary text classification task is
chi-square statistics, and the feature dimension is 1500. RF
[19], K-nearest neighbor algorithm (KNN) [20], Logistic
Regression (LR) [21], Naive Bayes (NB) [22], and SVM [23]
were combined with TF-IDF and improved TF-IDF algo-
rithm for comparison experiments, and the experimental
results are shown in Table 3.

Figure 5 indicates that the RF classifier works best when
employing the TF-IDF algorithm or the improved TF-IDF
approach, with precision values of 83.2 percent and 85.41
percent, respectively. Because the support vector machine is a
binary classification technique, its classification effect is weak,
and multiclassification is frequently based on binary classi-
fication utilizing one-to-many, one-to-one, or hierarchical
support approaches. )e upgraded TF-IDF algorithm per-
forms better than the original TF-IDF algorithm in classifi-
cation. Precision, recall, and F1 have all been improved with
an average increase of 1.8 percent using the improved TF-IDF
algorithm proposed in this article, demonstrating the im-
portance of the better TF-IDF method proposed in this work.

0 500 1000 1500 2000 2500 3000 3500 4000
feature dimension

0.7

0.72

0.74

0.76

0.78

0.8

0.82

0.84

p

TF-IDF
ImprovedTF-IDF

Figure 3: Comparison of P values under different feature dimensions.

Table 2: Experimental results of different feature selection and feature weight algorithms.

Feature selection algorithm Feature weight algorithm P/% R% F1/%

Chi-square statistics (CS) TF-IDF 83.20 84.93 83.87
Improved TF-IDF 85.41 86.62 85.10

Mutual information (MI) TF-IDF 81.95 82.71 83.37
Improved TF-IDF 83.04 83.86 82.54

Information gain (IG) TF-IDF 82.23 82.94 82.65
Improved TF-IDF 83.46 84.33 84.63
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Table 3: Experimental results obtained by different classifiers.

Classifiers Feature weight algorithm P/% R/% F1/%

RF TF-IDF 83.20 84.93 83.87
Improved TF-IDF 85.41 86.62 85.10

KNN TF-IDF 84.04 84.55 82.52
Improved TF-IDF 84.98 84.86 83.47

LR TF-IDF 80.82 81.33 78.95
Improved TF-IDF 82.19 82.25 81.98

NB TF-IDF 82.77 83.10 80.64
Improved TF-IDF 84.32 85.06 82.58

SVM TF-IDF 78.83 79.34 77.75
Improved TF-IDF 79.92 79.98 79.03
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Figure 4: Comparison of indicators under different feature selection and feature weight algorithms.
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5. Conclusion

With the generation of massive literary texts, how can lit-
erary texts be efficiently saved while also providing users
with a quick retrieval method? To address this issue, many
Internet texts must be classified and sorted in order to fa-
cilitate information management and extraction. As a result,
automatic text classification technology is being developed.
It is both an urgent need and a very promising research
direction. A strategy for quickly and efficiently categorizing
literary works is proposed in this paper. )e TF-IDF
technique is one of the most extensively used text classifi-
cation algorithms. Accordingly, the TF-IDF algorithm in
this paper’s application scenario does not help improve
classification accuracy because it uses the relationship be-
tween the feature words and the number of texts they appear
in while ignoring the difference in feature word distribution
between different categories. )is paper proposes an im-
proved TF-IDF algorithm for the problem of feature words
appearing in different disciplines with different frequencies
and meanings in different disciplines, with the goal of
classification of literary texts. To distinguish features, the
existing discipline classification is used as a reference. )e
meaning of words in various disciplines is to boost confi-
dence in the TF-IDF algorithm’s results. An improved TF-
IDF algorithm proposed in this paper has been shown to not
only improve the performance of text classification but also
improve the generalization and robustness of the algorithm
by conducting comparative experiments on feature di-
mension selection and algorithms for selecting features, as
well as the classifier. )e proposed method can be imple-
mented in the market. However, there are still some areas for

improvement in this study, such as the effect on imbalanced
datasets, which is less than ideal. )is will be the focus of
future research.
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