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,e reliability of distributed network is researched by establishing one set of effective modeling, analysis, evaluation, and
optimization method theory, which is a hot research area in the distributed network system field. ,e phased analysis method is
utilized to study the reliability of the distributed network including the analysis and definition of the distributed network on the
basis of studying its operational process. Meanwhile, task request, task scheduling, and execution phase will be also studied, and
the establishment of reliability mathematical model of distributed network will be discussed to provide actual reference sig-
nificance for the design of the distributed network system.

1. Introduction

Distributed network is a system based on a common net-
work to provide software services. It has a high degree of
cohesion and transparency. ,e difference between a dis-
tributed network and a common network lies in the dif-
ference of high-level software (such as an operating system).
When a group of independent computers is presented to
users, the distributed network provides a unified whole, just
like a system. In the distributed network, there are a variety
of common physical and logical resources, which can dy-
namically allocate tasks. ,e distributed physical and logical
resources can exchange information through computer
networks. In the distributed network, there is a distributed
operating system that manages computer resources in a
global way. For users, there is a layer of software middleware
on top of the distributed network operating system to im-
plement this model. ,eWorld Wide Web is such a familiar
distributed network.

Different from the distributed network, the common
computer network does not provide a unified model and
unified software (i.e., distributed operating system). In the
ordinary computer network, what users see is scattered; it is
relatively independent with different hardware, different
operating systems, and no unified actual machines. For
users, these differences are completely possible. If a user

wants to run a program on a remote machine, he must login
to the remote machine to run the program.

Distributed network is a loosely coupled system com-
posed of multiple processors interconnected by communi-
cation lines. From the point of view of a processor in the
system, the other processors and corresponding resources
are remote, and only their own resources are local. ,e
distributed network has the following four characteristics:

(1) A distributed network is composed of multiple
computers, which are geographically dispersed and
can be distributed in a unit, a city, a country, or even
the whole world. ,e function of the whole network
is distributed on each node, so the distributed net-
work has the distribution of data processing.

(2) Each node in the distributed network contains its
own processor and memory, and each has its own
function of processing data. Usually, they are equal
in status and have no primary and secondary dis-
tinction. ,ey can work autonomously and can use
the shared communication lines to transmit infor-
mation and coordinate task processing.

(3) A large task can be divided into several subtasks,
which are executed on different hosts.

(4) ,ere must be a single and global process com-
munication mechanism in the distributed network
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so that any process can communicate with other
processes without distinguishing between local
communication and remote communication. At the
same time, there should also be a global protection
mechanism. ,ere is a unified set of system calls on
all machines in the network, which must adapt to the
distributed network environment. Running the same
kernel on all CPUs makes coordination easier.

,edistributed network is constructed on the basis ofWAN
and shared network; its dynamic integration spans the resources
of multiple organizational domains, which can provide high
efficiency, humongous calculation, and data-handling capacity.
However, there exist thousands of resources, services, and
applications executed interactively through the distributed
network platform in a distributed network environment. On
account of high heterogeneity of these entities themselves, there
are possible errors in these entities themselves and an inter-
action between entities [1]. In addition, because machine fault,
network disconnection, and process termination resulted by
priority use of remote host on local computing resources, the
unavailability of computing nodes of the distributed network
occurs commonly. Furthermore, the reliability of the distributed
network computing system is also influenced. At present, the
frequent occurrence of errors has become one of main obstacles
that impede the steady development of the distributed network;
therefore, the reliability research on the distributed network
system appears to be particularly important. Recently, one good
development direction of the distributed network is the desktop
grid system by using free computer resources. However,
desktop grid nodes have instability and great dynamics, there is
great unreliability to calculate on these resource nodes [2]. ,e
task scheduling trends to fail and impacts the efficiency of
applications.

For users, the reliability of the distributed network reflects
the stability of the system to provide fault-free services. ,e
failure of the distributed network is often reflected in some form
of system collapse, service failure, or result error. More spe-
cifically, fault is the real reason for the system that cannot
operate normally, and error is an external manifestation of the
system failure; that is, the failure or failure in the system errors
essentially originates from a fault in the system. Multiple errors
may occur from the same fault, and multiple faults may lead to
the same error. In the distributed network, the fault may come
from many reasons, such as hardware failure and software
failure. Compared with the traditional parallel computing en-
vironment, the distributed network is highly heterogeneous,
and the failure probability of computing resources is relatively
higher.When the distributed network fails, reasonablemeasures
should be taken to deal with the abnormal situation. It is very
important to ensure the reliability of the system service. In order
to ensure the correct operation of distributed networks, fault
management has become an important feature of distributed
networks. Common fault management technologies include
fault elimination, fault prediction and avoidance, and fault
tolerance. Fault elimination is a method to remove software
defects in distributed networks through traditional software

testing and verification methods to ensure service reliability.
,is method is applicable in the early days of system release.
Fault prediction and avoidance is to predict the occurrence of
faults and take reasonable measures to prevent them in the
process of job scheduling. It requires system designers to have
the professional knowledge to deal with various types of faults.
Fault tolerance is a kind of ability that the system can still
correctly perform functions in case of failure. Fault tolerance
technology in the distributed network environment is mainly
divided into two categories: active fault tolerance is to take
measures to restore the normal function of the system after a
fault occurs. ,e common active fault-tolerant technologies
include checkpoint technology and active replication technol-
ogy. Typical passive fault tolerance uses multiple replica voting
to avoid errors caused by faults.

Although fault management technology plays an im-
portant role in improving the reliability of the distributed
network and ensuring the performance of services, the use of
fault management technology will inevitably increase the
power consumption of a data center, bring additional op-
erating costs to distributed network service providers, and
reduce the return on investment. For example, in 2020,
Google’s annual power consumption is 140 billion kwh, and
the annual power consumption of Microsoft Data Center is
6×108 kwh, which needs to pay 36 million US dollars [3].
According to the current 35% growth rate [4], by 2022, the
power consumption of data centers in the United States will
reach 2.55×1011 kwh. At that time, the United States may
need to build 21 power stations tomeet the power demand of
the data center. ,us, reducing the energy consumption of
data center has become another challenge for distributed
network service providers. ,erefore, while ensuring the
reliability of the distributed network, how to reduce the
energy consumption of data centers is also a problem that
must be considered when designing fault management
technology.

Because the nodes involving in desktop computing have
instability and dynamics, when the scheduling and com-
putation are executed on unstable resources, partial task
execution may fail to complete [5]. By the reason of failure of
some task computing, the entire application program cannot
be executed, and the efficiency can be reduced. Conse-
quently, the research results obtained through the analysis of
sensibility of reliability parameters in the distributed net-
work system in this paper can provide reference bases for
how to improve system service reliability when designing the
distributed network system.

2. Relevant Research on the Reliability of
Distributed Network

With the development of the global distributed network
system, the information providers are increasingly distrib-
uted and varied. Under this diverse and resilient environ-
ment, reliability becomes a problem that must be considered.
On account of a loose coupling characteristic between
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distributed network resources, reliability and high perfor-
mance have become two design objectives of the distribute
network application inherently [6]. On the one hand, the
scale of the distributed network can increase the resource
failure probability rapidly, and the reliability has become one
key technology for successful configuration of the distrib-
uted network; on the other hand, with the increase of the
distributed network scale, the loose coupling between dis-
tributed network resources results in performance decline,
which cannot support process communication, and syn-
chronous and combined scheduling functions required in
scalable distributed network applications effectively. ,us,
the performance has become one of key issues of distributed
network computing [7]. ,erefore, the reliability of the
distributed network is one of the major issues to be resolved
by distributed network computing. ,ereby, only the dis-
tributed network that supports reliability engineering can
obtain important application and significant application
value in the research and commercial field.

Inherently, the distributed network environment is
unreliable [8]. According to literature [9], one failure de-
tection service and one flexible error handling framework
can be served as the reliability mechanism of the distributed
network. In a distributed network environment, numerous
resources have a low utilization rate; these unoccupied re-
sources can be used to execute task backups and ensure that
at least one task backup can be successfully executed. Hence,
there are numerous research studies on reliability task
scheduling based on backup. According to literature [10],
the concept of trust can be integrated into distributed
network resource management, and a trust model that in-
tegrates safety impact into the scheduling algorithm is put
forward. A credit model is widely applied to the P2P dis-
tributed network and distributed secure resource access,
namely any resources have certain reputation value, which
can reflect reliability standard of resources of which it in-
cludes the model of centralized credibility, distributed
credibility, and authorization model [11]. According to
literature [12], a security-driven task scheduling algorithm
based on the distributed network trust model and trust
utility function is put forward, while this scheduling algo-
rithm throws away directly for tasks that do not meet trust
demand. Under the actual distributed network environment,
the security requirements of the task and the reliability rating
of the nodes may not match when scheduling events occur.
,ese tasks shall select delay scheduling rather than aban-
donment directly so as to improve the reliability of the
scheduling algorithm [13]. A secure reliability scheduling
algorithm proposed on the basis of distributed network in
this paper will schedule the tasks that cannot meet the se-
curity needs temporarily in the next scheduling until the
tasks can be performed successfully. ,us, the success rate of
task scheduling can be improved. ,e reliability research of
the distributed network is mainly divided into a user-cen-
tered method, architecture-based method, and state-based
method. In the state-based approach, various errors are
divided into different levels in reference [14], and these
layers are mapped to different Markov states. ,e reliability
of the system is predicted by queuing theory, graph theory,

and Bayesian analysis. In reference [15], based on the
transmission time model, the execution time of the program
in the distributed system is evaluated, and the corresponding
Markov state is defined with the time constraint information
to calculate the reliability. Dong et al. [16] searched the
minimum resource spanning tree by considering the factors
of resources, elements, working time, nodes, and links, and
used conditional probability to calculate the reliability of the
system.

,e reliability analysis, modeling, and performance
index of application based on the distributed network are
challenging because the failure of any resource in the
distributed network system may cause the whole appli-
cation running in this environment to crash. In reference
[16], the characteristics of hardware fault are analyzed in
detail, and the prediction index of hardware fault is
preliminarily analyzed. Wang et al. [17] proposed a trust
evaluation model, which can effectively reconfigure
various distributed network resources and distribute
them to multiple user requests. In reference [18], errors
were classified into eight categories, and then they were
classified into two phases: service request and service
execution.

In this paper, the research on the reliability modeling
technique of the distributed network system is of great
significance. Firstly, the reliability modeling analysis of
the distributed network system in mission profile for
performing user request is studied. ,e fault tolerance
features of the distributed network system itself are also
considered in this process. ,en, the corresponding re-
liability model is also set up by stages. Finally, algorithm
emulation and analysis, and conclusion are conducted for
the established model.

3. Reliability Definition of DistributedNetwork

According to the definition of reliability in reliability
engineering theory, the reliability of the distributed
network can be defined as follows: the distributed net-
work can complete the user request under given condi-
tions and in set time [20]. ,e basic reliability depends on
the performance and reliability of the system structure
and all parts, and the task reliability relies on specific task
profile [21]. Since the particularity of distributed network
system type, the task reliability is mainly discussed in this
paper. For convenience of calculation and expression, the
distributed network system shall be assumed as follows:

(1) ,e request arrival of the user service is random, the
time interval of request arrival is an independent
identically distributed random variable, and the
mean value of probability density function is f.

(2) ,e request arrival distributed network system of the
user service is divided intom (r> 1) subtasks later, of
which m is a random variable, its distribution is
p r � i{ } � gi(i≥ 1), and the mean value is E(r) � g.

(3) ,e scheduling system contains M(M≥ 1) sched-
ulers; each scheduler has different processing ca-
pacities and a same structure. ,e time required by
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scheduled tasks is the random variable Y that obeys
index distribution; its mean value is E(R) � μr.

(4) ,e task queue capacity of tasks scheduling system in
the distributed network system is N, and N≥M.

(5) ,e failure rate of computational nodes and com-
munication link is a positive constant; its failure
recovery time is an independent identically dis-
tributed random variable.

(6) Each computational node can deal with a subtask at
the same time.

,e tasks of the distributed network system refer to
providing services including computing, storage, and ap-
plication,. and handle with the user service request within
the shortest time. ,en, it will submit the results to users
[22]. ,e reliability of the distributed network system is be
shown in the formula below:

P(t) � 1 − P
(n)
c􏼐 􏼑Pr T

(n)
s < t􏽮 􏽯 (1)

In the above formula, R(t) means the reliability of the
distributed network system, namely the probability of ser-
vice request submitted by the users can be completed in
given time t; n refers to the number of subtasks decomposed
when the service request submitted by users is executed
actually; p(n)

c refers to the blocking probability of service
request submitted by users; T(n)

s refers to service response
time, which is the time from request submitting of users to
final execution.

4. Reliability Modeling of Distributed
Network System

In essence, the distributed network integrates parallel com-
puting and virtualization technology as a whole, which is a new
calculation mode of the information system that develops and
evolves constantly. It is characterized by significant scalability,
flexible configuration, acquisition as required, and account-
ability [23]. Meanwhile, it is more dependent on the network;
hence, its reliability involves more factors. I strive to make an
abstract description on the reliability of the whole system in this
paper and provide a reliability model for the system. However,
as for the next level of the system, if it contains the reliability of a
single computational node to control or configure software and
hardware servers, the detailed exposition shall not be provided,
and the existing research results can be adopted directly. ,e
staged modeling of the distributed network system shall be
carried out in this paper. First, the user service request arrives at
the task scheduling system, that is, the task request stage; the
next is the subtask scheduling process of the scheduling system
for service requests, which is referred to as the scheduling stage;
the final stage is the execution stage from the beginning of the
subtask to the completion of the subtask.

4.1. Task Request Phase. ,e service request shall be sub-
mitted by users to the task scheduling system (divided intom
subtasks). ,e task scheduling system (S schedulers) is re-
sponsible for receiving subtasks. According to the above

assumption, this stage is a multiservice queuing system.
From the perspective of the system, it will reach a stable state
after operating a period of time, namely the sum of the
number of subtasks waiting in the task queue and the
number of scheduled subtasks in the scheduling system is k,
which can be called as the k state. ,e steady-state proba-
bility Pk is shown in the formula below:

Pk �
αS

min(k, S)g
􏽘

k−1

i�0
gi 􏽘

n−i

j�k−1
pj, 1≤ k≤N, (2)

where pj refers to the arrived service request; j refers to the
probability of (j� 1, 2, 3, . . ., N) tasks in the system,
α � g/tSμr; p0 � 1 − 􏽐

N
k�1 pk; N is the task queue capacity.

It is assumed that the service request arrival abides by
Poisson distribution Pi, which is expressed as follows:

Pi � 􏽘 N
j−0pjpi,j, 0≤ j≤N, (3)

where pi,j refers to the one-step transition probability.
If the scheduling system queue of the current distributed

network system owns enough long space to contain subtask
of user service request, all the subtasks enter into the queue.
Otherwise, they shall be blocked, resulting in the failure of
the whole user service request. ,erefore, the blocking
probability PB of user request in the task scheduling system is
shown in the formula below:

PB � 􏽘
∞

i�n−j+1
gi 􏽘

N

j�0
Pj. (4)

,erefore, the blocking probability p
(m)
B of user service

request which has been separatedm subtasks is shown in the
formula below:

P
(m)
B � 􏽘

N−m

j�0
Pj. (5)

4.2. Dispatching Stage. m subtasks enter into scheduling
system; ifm≤ S and j(0≤ j≤ S-m)subtasks are in waiting queue,
then m subtasks can be disposed by scheduler immediately;
otherwise, at least onemust be waiting.WhenN (m)� j (j� 0, 1,
. . ., N−m) subtasks in the queue, the waiting time of user
service request m is T

(m,j)
w . It means that the time from m

subtask entering into taskwaiting queue to the last subtask starts
scheduling. Whenm≤ S and S−m< j≤N−m, the last subtask
can start scheduling before the previous j− (S−m) subtasks
complete the scheduling; hence, T

(m,j)
w complies with Gamma

distribution, whose order is j-S+m and parameter is μS
r .

When m subtasks enter into the scheduling system to-
tally, the scheduling system is the scheduling Y subtask inm
subtasks, of which Y is a discrete random variable. Its
probability is shown in the formula below:

q
(m)
k � 􏽘

m�k

Πk
j�1

j

s
􏼒 􏼓

nj

·Πk−1
j�1 1 −

j

s
􏼒 􏼓􏼢 􏼣, 1≤ k ≤min(m, s).

(6)

T(k) is the time of the m subtask from entering into the
scheduling system to all subtasks when user service request
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finishes scheduling. T
(m,j)
s means the time from the m

subtask entering into the scheduling system under the
condition of N(m)� j(j� 0,1, . . ., N-m) to all the subtasks
finishing the scheduling completely, T

(m,j)
s � T

(m,j)
W + Tk.

According to Gamma distribution and q
(m)
k probabilistic

nature, the probability density function is shown in the
formula below:

f
T

(i,j)

S

(t) � 􏽘

min(m,s)

k�1
q

(m)
k · f

T
(m)

W

(t)⊗fTk
(t). (7)

,e task scheduling can be conducted as a certain task
scheduling algorithm in the scheduling system. ,e
distribution mode of the subtask on the node can be
expressed with the subtask configuration matrix (W). As
for the elementWik ofW, if the i subtask is distributed on
k processing node, Wik � 1; otherwise, Wik � 0. It is as-
sumed that the processing time of subtask i under the
configuration of task assignment matrix W is T

(w)
SPT,

namely, the time from the node j starts to receive the
subtask i to the completion time of subtask; recording ti,j
is the processing time of the subtask i, as shown in the
formula below:

ti,j �
Wpi

PSj

, (8)

where Wpi refers to the workload of subtask i; PSj denotes
the processing speed of node j.

4.3. SubtaskExecution Stage. Since the distributed network
system often adopts a mass of reliability techniques, the
actual processing time of subtask (recorded as Ti,j) is not
always equal to ti,j; it may include fault recovery time after
node failures. It is assumed that TR

(k)
j is the failure re-

covery time for calculating the k times (k � 1, 2, . . .) of
node j. Each failure recovery time needed by the node is
an independent identically distributed random variable,
so the total recovery time is needed when calculating
node j within (0, t] time. ,e formula is expressed as
follows:

TR(j)(t) � 􏽘

Nj(t)

k�1
TR

(k)
j , (9)

where TR(t)(t) is a compound Poisson process. N(t)(t)

means that the total number of failures happened within [0,
t] node; its probability is

pr Nj(t) � k􏽮 􏽯 �
λjt􏼐 􏼑

k!
exp −λjt􏼐 􏼑, k � 0, 1, 2 . . . , (10)

where λj means the failure rate of node j, which serves to
Poisson’s distribution.

IfNj(ti,j)� k(k� 1, 2, . . .), then TRj (ti,j) complies with the
Gamma distribution, whose order is k and morphological
parameter is μj. Its probability density is shown in formula
(11), and the probability density of Ti,j can be calculated via
formula (12):

FRTJ TI,J( )(t) � 􏽘
∞

k�1
c λjti,jk􏼐 􏼑

z(k, μ, t)

(k − 1)!
, t≥ 0. (11)

fTi,j
(l) �

1
k

􏽘

∞

k�1
kr λjti,j, k􏼐 􏼑r μjki,j

, k􏼒 􏼓, l≥ ti,j. (12)

In formula (12), in the processing of computational node
on subtask j, the data exchange may exist in computational
nodes.,erefore, the failure and recovery of communication
link between nodes must be considered. It is assumed that
φ(i) is a collection of a communication link needed for
processing subtask i and Sik is the communication time
needed on a communication link k for processing subtask i.
,e calculation of Sik is shown in the formula below:

Si,k �
cik

bwk

, i � 1, 2, . . . n, k ∈ (i), (13)

where cik means the data size transferred through the link k
during the processing task i; bwk refers to the communication
link k bandwidth.

Since communication link failure and the failure process,
the actual communication time of subtask imay be not same
with the ideal communication time on the communication
link k. It is assumed that Sik is the actual communication
time of subtask i on communication link k, which is similar
to the computing method of scheduling time, as shown in
the formula below:

Sik � sik + SRk sik( 􏼁,

Xk sik( 􏼁 � 1, 2, . . . n, k ∈ (i),
(14)

where Xk(t) refers to the failure rate of the communication
link within the time of (0, t); SRk(Sik) refers to the total
recovery time needed by the communication link k within
the time of (0, t); fsik(l) means the probability density
function of the actual communication time Sik, as shown in
the formula below:

fsik
(l) �

1
εik

􏽘

∞

n�1
nt rksik, n( 􏼁t φkεik, n( 􏼁, l≥ sik, (15)

where φk refers to the recovery rate of the communication
link, εik � 1 − sik.

,e mean value of the actual communication time Sik is
shown in the formula below:

A Sik􏼂 􏼃 �
φk + rk( 􏼁sik − z rksik, l( 􏼁

φk

, (16)

where rk means the failure rate of the communication link;
the occurrence of the failure rate of communication link
obeys Poisson’s distribution.

,e processing time T
(w)
SPT of the subtask i is the sum

between actual processing time T
(w)
i and actual communi-

cation time Si: T
i(w)
SPT � T

(w)
i + Si. Its probability density

function is shown in the formula below:
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f
T

i(w)

SPT

(t) � f
T

(w)

i

(t)⊗fsi
(t). (17)

When the completion time of user service request in-
cluding n subtasks is recorded as T

(n)
ST , namely the time from

beginning of processing the first task of computational node
to the completion of all subtasks. During the execution
process, the execution of subtasks cannot be independent
totally; it may exist the constraint on execution sequence or
data communication exchange, which needs to consider the
completion time T

(n)
ST of subtasks and the constrained re-

lationship between subtasks.
For instance, taking n� 3 (namely three subtasks) user

service request as an example, subtask b needs regarding
output data of subtask a as input data. After the execution of
subtask b is completed, it can be input with subtask c, and the
task is completed finally. Under this circumstance, the
completion time of subtask is T

(n)
ST � max(Ta

ST + Tb
ST, Tc

ST),
of which the probability density function of T

(n)
ST is

fTn
ST

(t) � fTa
ST

(t)⊗fTb
ST

(t) + fTc
ST

(t) · 􏽚
1

0
fTa

ST
(t)⊗fTb

ST
(x)dx.

(18)

In summary, the response time of the entire system on
user service request is T

(m)
ST � T

(m)
S + T

(m)
ST ; its probability

density is fT(m) (t) � fT(m) (t)⊗fT(m) (t), and finally, the re-
liability of the distributed network system can be obtained as
shown in the formula below:

R(t) � 1 − P
(m)
B Pr T

(m)
ST < t􏽮 􏽯 � 1 − P

(m)
B􏼐 􏼑 􏽚

1

0
f

(m)
ST (x)dx􏼠 􏼡.

(19)

5. Algorithm Simulation and Analysis

To analyze and evaluate the proposed evaluation method of
the reliability model machine of distributed network system,
this paper takes user service request of three subtasks
(namely n� 3) as an example to simulate. It is assumed that
subtask b needs to regard the output data of subtask a as
input; after the execution of subtask b is finished, it can be
input together with subtask c, and the tasks are completed
finally.

User service request arrival is a Poisson process. In
λa � 1(s− 1), it is assumed that the entire distributed network
has three schedulers, namely S� 3, and the service rate of
each scheduler is ηr � 0.5(s− 1). For the division of subtask of
user service request, the distributed network system obeys
uniform distribution, namely gi � 0.1(i� 1,2,3). ,e failure
rate and recovery rate of the computational node and
communication link are generated by adopting random

sampling and obeying the uniform distribution of [0.001,
0.1]. ,e summary of specific parameters in simulation is
shown in Tables 1 and 2.

When the user service request arrival follows a Poisson
distribution, and the division way for subtask is determined
in the system, for instance, the division of the distributed
network system for user service request obeys uniform
distribution, and the blocking probability of service request
becomes a certain quantity. Under this circumstance, the
service dependability of the distributed network system is
directly related to the service response time. Meanwhile, the
service response time of the distributed network system is
influenced by the sojourn time of user service request and
the completion time of subtask. ,e service request dwell
time is directly related to the number of schedulers in the
distributed network system.,e completion time of subtasks
is affected by the failure rate and recovery rate of computing
nodes in the distributed network system. ,erefore, the
analysis of the probability function distribution curve of the
change of service request residence time to the number of
modulators and the probability distribution curve of service
response time to the change of calculation node failure rate
can be used as an aspect of evaluating the service reliability of
the distributed network system and provide a reference for
the design of the distributed network system.

,e probability density function of the sojourn time of
user service T(3)

S is shown in Figure 1 (S� 3 curve). ,e
probability density function of service response time T

(3)
ST is

shown in Figure 2 (failure rate is 0.08 curve).
As shown in Figures 1 and 2, the mean value of T

(3)
S is

6.82, and the mean value of T
(3)
ST is 1339.29.

Figures 1 and 2 shows the influence of system parameter of
the distributed network system on the property of distributed
network system, namely the impact of sojourn time and re-
sponse time of user service request. ,us, it reflects that the
reliability of the distributed network system is sensitive to the
parameters. ,ese results can provide a reference for designing
the distributed network system. It can be seen fromFigure 1 that
the probability density function of user service request has
morphologic change with the change of the number of
scheduler, namely the number of scheduler is in inverse pro-
portion to the mean sojourn time of user service request. When
S� 3, 2, 1, the mean value of T

(3)
S is 9.63, 6.27, and 5.01.

Similarly, the changing curve of response time for the dis-
tributed network system when the failure rate of computational
node 4 changes is shown in Figure 2. It can be seen from
Figure 2 that the failure rate of computational node 4 is in direct
proportion to the response time of the distributed network
system, namely, the reliability of service also decreases. When
λ� 0.03, 0.06, 0.12, the mean value of T

(3)
ST is 1276, 1365, and

1503, respectively.

Table 1: Node parameter calculation table.

Subtask Failure efficiency of node (s-1) Recovery rate of node (s-1) ,eoretical execution time (s)
a λ3 � 0.05 η3 � 0.06 t13� 200
b λ6 � 0.08 η6 � 0.08 t36�180
c λ9 � 0.08 η8 � 0.07 t39� 300
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6. Conclusion

,e issue on the reliability of distributed network system is
studied in this paper. ,e concept, modeling, and the ap-
praisal procedure of the reliability of distributed network
system are put forward. Finally, the simulated analysis of the
last concrete example is carried out, indicating that the
model of reliability of distributed network system proposed
in this paper is valid. ,e model and evaluation method put
forward in this chapter can provide practical reference

significance for the design of distributed network system.
While ensuring the reliability of the distributed network,
how to reduce the energy consumption of data center is also
an issue that must be considered when designing fault
management technology, which will be the direction of
follow-up research together with cloud computing sched-
uling. [19].
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